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FOREWORD 

This report cons is t s of a collection of intentionally brief ar t ic les 

se lected to i l lustrate the breadth of act ivi t ies of this Section. The programs 

which are addressed are much the same as in previous years , although changes 

in approach might be apparent to the reader. Work on the planetary boundary 

layer, regional-scale numerical modeling, remote probing, and surface depos i 

tion of pollutants falls under the MAP3S program of DOE (MAP3S is the Mult i -

s ta te Atmospheric Power Production Pollution Study). Work on air-water heat 

transfer and on fog formation is part of a study of the atmospheric effects of 

cooling ponds, which is undertaken in cooperation with the DOE Meteorological 

Effects of Thermal Energy Release program. Studies of dispersion character

i s t i cs in the wakes of buildings and in coastal regimes and measurements of 

pollutant fluxes to water surfaces are part of an investigation of potential 

problems associated with the siting of electrici ty generating stations in coas t 

al and offshore regions. 

The extent of cooperation with the Ecological Sciences Section (ESS) of 

this Division has expanded dramatically. Many of the field investigations of 

gaseous dry deposition have been conducted at the si te used in ESS experiments 

concerning the effects of atmospheric sulfur dioxide on field crops. Clearly, 

the determinations of gas fluxes to the surface made in this Section's studies 

help determine the pollutant input rates necessary for developing dose- response 

re la t ionships . Studies of dispersion and deposition over water surfaces 

continue to be in cooperation with the Great Lakes Program of ESS. In this 

particular c a s e , the active sharing of facili t ies and interaction of programs 

resul ts from an awareness that fluxes from the air constitute a major input of 

many pollutants into the Great Lakes. A third area of collaboration with ESS 

concerns the parameterization of wet removal processes for inclusion in the 

numerical simulations of the MAP3S program. Some of the relatively simple 

formulations developed from prior Argonne investigations of radioactive fallout 

are being examined for applicabili ty to the case of airborne sulfur. The exper i 

mental part of this work i s being undertaken largely within ESS, where the major 

in teres t i s in the pH of rainfall and the ecological effects of i ts chemical con

taminants . 



This report concludes with some abstracts of recent papers . Abstracts 

have been selected to represent l ines of work which are not otherwise represent

ed here . 
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A DIAGNOSTIC ATMOSPHERIC CROSS-SECTION EXPERIMENT FOR MAP3S 

D. L. Sisterson and J. D. Shannon 

Introduction 

The diurnal cycle of atmospheric stabili ty in the lowest several k i lo

meters of the atmosphere is of great importance to the loriy-range transport of 

pol lutants . Although models of pollutant transport in the lower atmosphere may 

be adequate , available data are insufficient for model verification and thus 

field studies are necessary . In August 1977, an opportunity arose for the 

first MAP3S Diagnostic Atmospheric Cross-Section Experiment (DACSE-I), 

carried out in conjunction with the first intensive period of observation of the 

Sulfate Regional Experiment of the Electric Power Research Institute (Environ

mental Research and Technology, I n c . , 1976). Coordinated by ANL, DACSE-I 

combined upper-air soundings from selected National Weather Service rawin-

sonde stations with air quality profiles collected by a research aircraft from 

Battelle Pacific Northwest Laboratories. Additional information on the evolving 

vertical structure of the atmosphere was supplied by an ANL acoust ic sounder. 

Analysis and archiving of the data are being performed by ANL. 

Data Collection 

Special arrangements with the National Weather Service provided five 

soundings daily (special soundings at 0800Z, 1500Z, and 2000Z, in addition 

to the regular schedule of 1200Z and OOOOZ) for the period 1-10 August 1977 at 

each of three s ta t ions: Salem, 111., Dayton, C , and Pittsburgh, Pa. These 

stat ions are located on the WSW-ENE (« 252°) l ine , lying approximately 100-

150 km north of the Ohio River (Figure 1). The vertical structure of the atmo

sphere , including temperature, humidity, wind, and pressure , was thus sampled 

fifty times along this line to a height of at leas t three kilometers. In addition, 

a t 1200Z and OOOOZ, the times of regular soundings, the c ross -sec t ions could 

be extended eastward to New York City and westward to Monett. Mo. 

The acoust ic sounder was located at the site near Manilla, Ind . , 

where the AMBIENS field experiment was subsequently centered. Although the 



FIG. 1.--Surface projection of the vertical cross section defined by the special 
sounding (solid line) at Salem, Dayton, and Pittsburgh, and regular soundings 
(dashed lines) at Monett and New York City. 

acoustic sounder could not determine temperatures directly, it could detect 

stable layers in the lowest kilometer, and thus could be used to help determine 

the heights of concentrated isentropic surfaces. 

Plans for the experiment called for the PNL DC-3 aircraft to be ava i l 

able for this study for a three-day sampling period. By 3 August it appeared 

that a favorable synoptic situation was developing (essentially, a westward 

extension of the Bermuda high), so the PNL aircraft and crew moved on 4 August 

to a temporary base at Columbus, O. , where they were joined on 5 August by 

an ANL observer. Early morning and late afternoon flights, which included fre

quent vertical profiles, were made on both 5 and 6 August along a route 



between Greensburg, Ind. , 25 km southeast of the acoust ic sounder s i t e , and 

Steubenville, O. , 50 km west of Pittsburgh. Similar flights scheduled for 

7 August had to be cancelled because of thunderstorms along the route. Mea

surements recorded during the successful flights included wind, temperature, 

humidity, ultraviolet radiation, b _,, and concentrations of sulfur dioxide, 
scat 

ozone, nitric oxides , and small aerosols . 

Throughout most of the experiment the synoptic situation included an 

E-W ridge extending from the Bermuda high through much of the Southeast, and 

a stationary front along the lower Great Lakes. The passage of short waves 

aloft led to frequent convective activity along and south of the frontal zone. 

The flow during the aircraft flights was typically moderate to strong from the 

southwest quadrant. 

Data Analysis 

Figures 2 , 3 , and 4 i l lustrate some features of the atmospheric t r ans 

port process that can be examined with this method of presentation. Each 

cross-sec t ion has been analyzed for potential temperature 6 (solid l ines every 

2°K), mixing ratio w (dot-dash lines every 2 g water vapor/kg dry air) , and 
-1 

wind speed (m s ) . For the latter the longitudinal wind component u (positive 
-1 

from 252°) is shown as a wind arrow with each full barb representing 5 m s 

the t ransverse wind component v (positive from 162°) is plotted numerically. 
-4 -1 

Nephelometer data (b in units of 10 m ) were found to depict the most 
scat 

detai l in the vertical distribution of any of the air quality variables measured; 

therefore, these data are used in these ana lyses . 

The analysis of 0700 EST August 5, shown in Figure 2, suggests the 

development of the mixed layer progressing from east to west with the rising 

sun. On the western side the isentropes are compressed in the stably s t ra t 

ified lower atmosphere; to the eas t they increasingly diverge as the mixed 

layer becomes re -es tab l i shed . A moist tongue of air, stretching from 800 mb 

over Monett to 750 mb over Dayton, indicates moisture advection from the 

southwest , probably associated with flow from the Gulf, around the Bermuda 

high extension. The rather limited b ana lys i s , based upon several aircraft 
SC3,L 



>ĉ  
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soundings taken within plus or minus one hour of the time of the c ross - sec t ion , 

shows two dist inct layers of relatively high b , centered around 910 and 
sca t 

820 mb and stretching between Dayton and Philo. The lower layer may be 

explained by the trapping of l ight-scat ter ing part icles beneath the nocturnal 

inversion. The upper layer i s probably the remnant of particles mixed to that 

level upwind of Dayton on the previous day or days . East of Philo, however, 

the layered structure has apparently been eliminated by vertical mixing caused 

by surface heat ing. 

Figure 3 shows the increased depth of the well-mixed boundary layer 

in this region three hours la ter . There are sti l l two distinct layers of higher 
b ^, but the lower layer is evident only west of Dayton, while the upper 

scat 

layer can sti l l be found over the ci ty. The lower layer may have been eliminated 

over Dayton by the onset of mixing in the lower atmosphere. Figure 4, the 

analys is at 1900 EST, shows the eas t - to -wes t onset of increasing stabili ty 

associa ted with sunset . The b ^ maximum shown here over Dayton probably 
scat 

indicates the presence of an urban pal l . 

Discussion 
Isentropic surfaces have been used in modeling tropospheric and 

stratospheric transport (David and Wendell, 1976; Danielsen and Deaven, 1974). 

In theory, pollutants emitted into the mixed layer during the day are dispersed 

through the depth of the mixed layer, more or l e s s uniformly. As surface 

heating diminishes, stable layers form. Pollutants within these layers cease 

to disperse vertically; more importantly, they decouple from surface deposition 

p roces se s . Pollutants aloft are then transported by the mean flow along the 

isentropic surfaces. If sufficient heating is available the following day, the 

boundary layer will again rise to i ts previous full depth and reincorporate the 

pollutants into the mixed layer. If surface heating is weaker, the maximum 

boundary layer height will be below the isentropic layers containing the p re 

vious day 's pol lutants , and the layer established during the night will remain 

essent ia l ly in tact . 



The b analyses in Figures 2 and 3 do suggest transport of pollutants 
scat 

along the isentropic surfaces. The b . maximum occurs at the 305°K isentrope 
S C 3 L 

in both analyses . Because the boundary layer eventually grew to a sufficient 

height (306 °K isentrope. Figure 4), the denser layer of l ight-scat ter ing part icles 

was diffused into the mixed layer by late afternoon. 

Results obtained in this trial are considered quite promising, and 

further experiments of this kind are planned. 
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THE AMBIENS EXPERIMENT 

B. B. Hicks 

Introduction 

The Sangamon experiments of 1975 and 1976 were intensive inves t iga

t ions of the evolution of the Planetary Boundary Layer (PBL), conducted over 

flat farmland in central Illinois (Hess and Hicks, 1975; Sisterson et a l . , 1976). 

Portions of the Sangamon studies addressed questions regarding the depth of 

the mixed layer in which pollutants emitted near the surface are free to disperse 

(Yamada and Berman, 1977), the evaluation of geostrophic winds (Lipschutz, 

1975; Yamada et a l . , 1977), the derivation of spatially averaged sensible heat 

and momentum fluxes (Hicks and Wesely, 1977a,b), and the surface deposition 

of pollutants (Wesely et a l . , 1977). Cooperative work with other organizations 

addressed questions of air chemistry, such as sulfate speciation and trace 

* 

metal concentrat ions. In 1976 considerable support from other MAP3S labora

tories was received. In particular, a Battelle Pacific Northwest Laboratory a i r 

craft was used to monitor pollutant profiles through the PBL above and si te of 

the Sangamon study. 

Several of the laboratories participating in the MAP3S program have been 

actively pursuing field experimental programs closely related to the Sangamon 

efforts. In October 1977, the MAP3S community conducted a combined experi

mental investigation of the Atmospheric Mass Balance of Industrially Emitted 

and Natural Sulfur (AMBIENS). This experiment was seen as a logical extension 

of previous single-laboratory experiments, each of which addressed parts of 

the problem of pollutant transformation, transport, diffusion, and deposition 

that confront the MAP3S program as a whole. The specific aim of the AMBIENS 

experiment was to combine previously independent investigations of pollutant 

behavior in order to tes t how well contemporary methods for formulating the 

above processes succeed in explaining observat ions. 

* 
The Multistate Atmospheric Power Production Pollution Study of the U . S . 
Department of Energy. 



For AMBIENS, it was proposed to attempt a pollutant box-budget study 

in an area similar to that defined by the grid mesh of regional-scale numerical 

models. A "box" of about 100 km X 100 km was selected as a compromise b e 

tween conflicting chemical and meteorological requirements, and an early 

decision was made to locate the box in an area with very few local sources 

(see Figure 1). In this way, regional pollution that results from transport over 

long dis tances , greater than in previous studies of plumes from well-identified 

single point sources, was to be investigated. Southeastern Indiana was chosen 

as the location of the study. This area is relatively flat, has no large pol lu

tion sources, and in southwesterly flow is downwind of large sources in the 

Ohio River Valley. 

Experiment Description 

Figure 2 shows the distribution of equipment and facili t ies at the 

AMBIENS central s i te , which was located midway between Shelbyville and 

Rushville, near Manilla, Indiana. A photograph of the si te is presented 

elsewhere (Wesely, 1977). Table 1 summarizes the goals of the AMBIENS 

experiment by listing the key questions which were addressed and the methods 

(and organizations) identified in response to each item. Table 2 presents a 

different breakdown of the experiment; the l is t is of core experimental com

ponents, sorted according to participating organization. A number of peripheral 

experiments are also l is ted. The extensive investigation of PBL evolution 

conducted by this Laboratory during the AMBIENS study has been entitled the 

"Rush Experiment" in order to separate this extension of earlier PBL experiments 

from the pollutant budget studies performed under AMBIENS. In keeping with 

the identification procedure used in previous studies of this type, the Rush 

Experiment is named after the country in which the main field si te was located. 

At the central s i te , basic air quality and meteorological measurements 

were made on all but two days between 3 and 14 October 1977. High reso lu

tion profiles of wind and temperature were obtained hourly from 0700 to 1600 

by the use of balloon-borne miniature radiosondes tracked by means of au to

matically-interrogated digital theodoli tes . The depth of the mixed layer was 
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FIG. 2.—The distribution of 
equipment at the main AMBIENS 
field si te near Manilla, Indiana. 
WHAT system basel ines were 
determined by the theodolite 
locations A, B, and C (B and C 
were alternative locations for the 
remote theodolite). Basic meteor
ological data were measured by 
use of a ten-meter tower at D; E 
and F identify alternative s i tes 
for eddy flux measurement ( se lec
ted according to the prevailing 
wind); G and H are s i tes for 
gradient measurements of part icle 
concentration (at G) and wind and 
temperature (at H). Net radiation 
was measured at I. An acoustic 
sounder and a set-dry precipitation 
collector were operated at J; K and 
M are the s i tes of trailers used as 
centers for PBL and micrometeor-
ological ac t iv i t ies , respectively; 
L marks the location of lidar 
operations; N shows the s i te of 
ground-level "filter-pack" mea
surements made by BNL. 
(ANL Neg. 149-78-148) 
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Table 1. A Breakdown of the AMBIENS Core Experiment (Laboratory Designa
tions are as Identified in Table 2) 

Aim: To test our understanding of the behavior of atmospheric sulfur compounds 
over distances of the order of 100 kilometers 

Contributing Key Questions: 

Chemical transformation 

Horizontal flux divergence 

Surface pollutant fluxes 

Aircraft (BNL; PNL) 

Aircraft (BNL; PNL); COSPEC (EMI) 

Eddy correlation for ozone, part icles (ANL); 
gradient method for particulate sulfur (PNL); 
aerodynamic technique for SO2 (ANL) 

Planetary boundary layer structure Lidar (SRI); Sodar (ANL); WHAI system 
profiles (ANL) 

Micrometeorology 

Geostrophic winds 

Meteorological support 

"Box integrity" test 

Precipitation chemistry 

Surface air chemistry 

Normal meteorological observat ions, plus 
wind gradients and eddy fluxes of heat and 
momentum at main site (ANL) 

Microbarograph network (ANL) 

National Weather Service support (ANL) ; 
ARAC (LLL) 

Tracer experiments (BNL; ANL) 

Wet/dry collector (ANL; Network (PNL) 

Sulfur compounds (BNL; PNL; EMI; ANL); 
trace metals (BNL; PNL); ozone (ANL) 
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Table 2. The Breakdown of Tasks Contributing to the AMBIENS Core Experiment, and a Listing of 
Peripheral Studies 

Laboratory Core experiment component Peripheral experiment 

Brookhaven National Laboratory 
(BNL) 

Battelle Pacific Northwest 
Laboratory (PNL) 

Aircraft monitoring 
Surface filter packs 
SF5 tracer experiment 

Aircraft monitoring 
Particle fluxes 

Trace metals 

Trace metals 

Argonne National Laboratory 
(ANL) 

WHAT system profiles 
Sodar 
Geostrophic and thermal winds 
Micrometeorology 
Particle fluxes 
Surface sulfur 
Precip. chemistry 

PBL evolution 
Deuterated ethane 
Ozone fluxes 

Lawrence Livermore Laboratory 
(LLL) 

Atmospheric re lease 
Advisory capability 

Test of ARAC 

SRI International (SRI) Lidar 
Nephelometry 

Environmental Measurements, 
Incorporated (EMI) 

COSPEC 
Surface sulfur 

Naval Research Laboratory Atmospheric conductivity 



monitored by sodar, and the presence of pollutant layers aloft was detected by 

lidar. Surface fluxes of sensible heat and momentum were measured during 

most daylight hours, and a number of determinations of pollutant eddy fluxes 

were also made. The pollutant flux measurements were supported by gradient 

measurements on some occasions. Some of the resuls obtained in studies at 

the central site are given elsewhere in this report. 

In order to test the accuracy with which trajectories through the AMBIENS 

box can be computed from wind observations at the Manilla s i t e , three tracer 

experiments were performed. Two of these experiments used sulfur hexafluoride 

and were performed by personnel from Brookhaven National Laboratory in con

junction with tests of an airborne real-time SFg detector. A third tracer experi

ment tested a new material, deuterated ethane, presently being developed as 

an atmospheric tracer by this Laboratory. 

Aircraft operated by Brookhaven National Laboratory and by Battelle 

Pacific Northwest Laboratory were based at Shelbyville and Columbus, Indiana, 

respectively. On meteorologically suitable occas ions , these aircraft were 

used to determine the transport of pollutants out of the Ohio River region and 

into the previously defined area of southeastern Indiana. Several hours later , 

the same aircraft measured the transport of material leaving the chosen area, 

in the same air mass . A mobile, vertically-pointing correlation spectrometer 

was used to monitor the amounts of sulfur dioxide entering and leaving the 

AMBIENS box. The experimental plan calls for these measurements to be coupled 

with chemical transformation and surface deposition data in order to derive 

pollutant budgets in the area of interest . Analyses of data derived in these 

studies are still underway; results will be presented in due course by the 

individual laboratories concerned. It already seems clear that only three o c 

casions were suitable for close scrutiny: 5 , 7 , and 10 October. On these days, 

attempts were made to determine the horizontal fluxes of sulfur dioxide on the 

basis of ventilation winds obtained at the Manilla si te and SOg overburdens 

measured by correlation spectrometry. The spectrometer data in this demand

ing application appear to be subject to relatively large errors, which will make 

interpretation of the flux data exceedingly difficult ( q . v . , Peache, 1978). 
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However, on these (and other) days the correlation spectrometer succeeded in 

monitoring a number of individual plumes as they passed across the AMBIENS 

box. On every occasion, total mass flux of sulfur dioxide decreased with in 

creasing dis tance downwind in the plume. It remains, therefore, to relate 

these observations to aircraft determinations of chemical transformation rates 

and micrometeorological evaluations of surface removal r a t e s . 
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SURFACE CHARACTERISTICS OF THE 1977 AMBIENS SITE 

M. L. Wesely 

Introduction 

Studies of the transport and diffusion of pollutants in the Planetary 

Boundary Layer (PBL) are aided substantially by knowledge of surface character

i s t i c s , information concerning momentum and heat fluxes has been gathered 

in some previous PBL field studies, such as the 1975 and 1976 Sangamon 

experiments described in this and previous Annual Reports. In the 1977 

AMBIENS* experiment (Hicks, 1977), these fluxes were again measured by eddy-

correlation techniques at the central s i te . A further requirement for the AMBIENS 

effort was to obtain estimates of the rates of dry deposition of sulfur dioxide 

and sulfate part icles . The estimates are eventually to be used in the multi-

laboratory effort to evaluate the feasibility of determining a mass balance of 

airborne sulfur pollutants over the AMBIENS area, and similar a reas . The 

present purpose is to outline the results of the dry deposition work, specifically 

on the use of the eddy-correlation measurements. 

Field Conditions 

The surface conditions of the central site are partially described e l s e 

where in this Annual Report (Hicks, 1977; Wesely et a l . , 1977b). It was hoped 

during planning of the experiment that an early harvest of maize and soybeans 

would take place, but a rainy autumn prevented this and so most of the micro-

meteorological work was performed over cornstalks (senescent maize). Figure 

1 shows the condition of the maize canopy. The surrounding fields were devoted 

about one half to maize and the remainder to soybeans, which were being 

harvested during the AMBIENS experiment. Figure 2 shows the area in the im

mediate vicinity of the AMBIENS central s i t e . There were a few small scattered 

fields of pasture for grazing by domestic l ivestock. These pastures presented 

a discontinuity in surface energy balance because they were seeded to 

Atmospheric Mass Balance of Industrially Emitted and Natural Sulfur 
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FIG. 1.—View of the maize canopy 
and a mast that supports cup 
anemometers and thermometer 
apparatus . 

FIG. 2.—Aerial view of the AMBIENS central si te and surrounding f ields. The 
micrometeorological instrumentation was deployed at a location near the left 
center of the photograph in a maize field. 
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cool-season grasses , mainly brome g ras s , which continued to grow and 

transpire and thus allowed greater evaporation rates than in the fields of bare 

soil and senescent field crops. Although the differences in latent and sensible 

heat fluxes were not determined by direct measurement, the disturbances of 

surface energy balance are considered not very significant in terms of modifi

cations of the fluxes that affect flow in the PBL, because the area that was 

pasture was quite small, perhaps ten percent of the total AMBIENS area 

4 2 
(about 10 km ) . 

Eddy Fluxes 

Only a few brief examples will be given here. Figure 3 shows the 

friction velocity u^ and the sensible heat flux H measured on October 5 above 

the maize. These were measured with eddy-correlation equipment frequently 

used by this Section. The rather high values of u^ on October 5 correspond 

to moderately high values of wind speed, which occurred on several days . By 

examination of near-neutral wind-speed profiles obtained with the three cup 

anemometers shown in Figure 1, the displacement height was calculated to be 

123 ± 12.5 cm and the surface roughness to be 9. 8 ± 1.8 cm. The Bowen ratio 

(H/LE) of sensible-to-latent heat flux was found to be near 0.5 during most of 

the daytime, where LE was assumed equal to the net radiation minus the sensible 

heat flux. Such estimates of LE, however, are probably too large, because the 

crop was not transpiring and the source of the water vapor was primarily the 

moist soil beneath the maize canopy. Also, in places the canopy was sparse and 

allowed much of the insolation to penetrate to the soil surface, so that the 

soil storage term was probably large. Thus, incorporation of the soil heat 

flux into the evaluation of LE would result in smaller and more acceptable 

estimates of LE. 

Particle fluxes were measured as has been done previously by use of 

the "charger" from Washington University (Wesely et a l . , 1977a). The fluxes 

at times indicated that the surface was effectively an efficient sink for par t ic les . 

Surprisingly, though, the particle flux often changed sign. The surface a p 

peared to be a source of small particles (0.05—0.1 |J.m in diameter) during late 
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and heat fluxes measured by eddy 
correlation. 
(ANL Neg. 149-78-9) 

morning and most of the afternoon; this corresponded to surface warming and 

to ozone concentrations exceeding about 2 5 ppb. 

These particle fluxes are certainly not a good indication of the fluxes 

of particulate sulfur. Mean concentrations measured with the charger were 

poorly correlated with concentrations of particles greater than 0.3 fxm measured 

at the AMBIENS s i t e . Hence, for the purposes of AMBIENS, the particle eddy 

fluxes cannot necessar i ly be used directly to estimate sulfate dry deposition. 

Parameterizations derived for occasions when the ozone concentrations were 

small will be relied on at present . On the basis of charger data collected at 

this experiment and others , the best guess currently for the deposition velocity 

for sulfate part icles is 

-1 
v^ = ku^[ln(z/zQ) +ku^-4 ; j j ] (1) 

where z is the height in the atmospheric surface layer, k is the von Karman 

constant , andi[j is the familiar diabatic correction. This relationship will be 
H 

revised when more adequate data are obtained. 

Ozone fluxes were a lso measured at the AMBIENS s i t e . Instrumentation 

is described elsewhere in this report (Cook and Wesely, 1977; Eastman et a l . , 

1977), as are some of the results (Wesely et a l . , 1977b). Unfortunately, i n 

formation on the relationship of ozone fluxes to sulfur dioxide fluxes for such a 

surface is lacking, so we can only guess that the res is tances to uptake are 

about the same. Recent field data collected by this Section indicate that this 
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is probably the case for maize in midseason, but the mechanisms that control 

uptakes by the soil and senescent maize are surely not the same as for a 

dense, green maize canopy. 

Conclusions 

The eddy-correlation measurements at the AMBIENS central si te should 

give some indication of the heat flux and s tress near the surface, but they 

should not be considered truly representative of the surrounding area unless 

other data are confirmatory. The stress over fields smoother than the senescent 

maize is probably l e s s , and a reasonable estimate might be made on the bas i s 

of estimated surface roughnesses. Past experiments (Hicks and Wesely, 1977) 

may provide some insight. For heat flux, a comparison will be made with 

estimates derived from acoustic sounder measurements (Coulter, 1977), so that 

a corrective factor can be determined for atmospherically unstable condit ions. 

The data on particle and ozone fluxes can be used to estimate the fluxes of 

sulfate particles and sulfur dioxide only with considerable speculat ion. Never

theless , rough estimates will be made as a contribution to the overall AMBIENS 

effort. 
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BOX BUDGET AND TRACER EXPERIMENTS DURING AMBIENS 

J. D. Shannon and B. B. Hicks 

A series of box budget and tracer studies formed a major part of the 

AMBIENS experiment, described in greater detail elsewhere (Hicks, 1977). 

The box budget experiments were to a considerable extent feasibility s tud ies , 

since it was not known whether or not concentrations and corresponding hori

zontal fluxes could be measured with sufficient accuracy for testing regional-

scale surface removal and transformation rate hypotheses . The bases for 

selection of the AMBIENS site were the absence of significant local pollutant 

sources and the frequently upwind presence of numerous atmospheric sulfur 

sources along the Ohio River, which subtends the arc from west-southwest 

through south to eas t , relative to the central AMBIENS s i t e . 

It was felt that southwesterly flow was the most desirable situation 

for box budget experiments for several reasons . First, there are numerous 

sources to the southwest, but at a distance sufficient for the various t rans 

formation and removal rates to be representative of the region rather than of a 

plume. Second, southwesterly flow in Indiana is frequently associated with 

maritime tropical air, and higher sulfate concentrations generally occur with 

higher humidity. Third, southwesterly flow is likely to exist through a layer 

sufficiently deep and to prevail for a period sufficiently long for an experiment 

to be conducted without the complication of marked wind shifts in space or 

time. Fourth, the layout of roads in the area is such that arcs of ground 

samplers for tracer experiments can be easi ly located on roads perpendicular 

to southwesterly flow. 

Personnel from Brookhaven National Laboratory conducted tracer experi

ments using re leases of sulfur hexafluoride. Sufficient material was available 

for experiments to be performed on three days . In conjunction with these 

s tudies , t e s t s of deuterated ethane as an atmospheric tracer were conducted by 

workers from this Section, but in this case the number of possible experiments 

was limited to one by the sampling capabil i ty. 
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Southern Indiana experienced several synoptic cycles during the experi

mental period. Southwesterly flow occurred during each cycle , but not always 

during daytime hours. Three days were selected for box budget and tracer 

experiments, based upon forecasts made the previous evenings. 

October 5. The forecast was for steady SW winds last ing throughout 

the day, preceding a frontal passage by the morning of October 6. During the 

predawn hours of October 5, a band of light rain from middle level clouds 

passed across southern Indiana. This unforecast rain discouraged the tracer 

release personnel, and they cancelled their r e lease . However, after the rain 

moved eastward the weather was as forecast, and the aircraft proceeded with 

the box budget experiment during the day. 

October 7. Light southeasterly flow was forecast. Since the experi

ment was nearing the halfway point, an SF- (but not heavy ethane) re lease was 
b 

made in order to test capabilities and ground/aircraft coordination. The flow 

was indeed southeasterly, but considerably stronger than expected, and the 

aircraft box, which was limited in size by the presence of Indianapolis to the 

northwest, was smaller than desired for sufficient SO -sulfate transformation. 

October 10. The forecast was for south-southwesterly flow changing 

to southwesterly and strengthening as a front approached. Both SF. and heavy 

ethane were released. The initial period was as forecast; however, the develop

ment of a depression along the front and the resulting convergence into the low 

pressure center caused the winds to back and the flow to become southerly to 

south-southeasterly during the afternoon. Since the line of SF_ and heavy 

ethane samplers had been positioned on the basis of the forecast and early 

observations, the arc was not properly centered about the tracer plume. How

ever, the western end of the sampling arc did detect the SF^, and the aircraft 
6 

sampling patterns were shifted westward. 

October 14 also was an occasion of southwesterly flow. However, 

this was the planned final day of the experiment, and operations were limited 

by accumulated equipment breakdowns and other technical problems. 

Expected tracer trajectories, based upon the release times and the 

ventilation winds measured at the central AMBIENS s i te , are shown in 
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Figures 1 and 2 for October 7 and 10, respect ively. Analysis of the data is 

in progress . 

VERSAILLES 

FIG. 1.—Estimated trajectories of 
tracer material on 7 October 1977. 
Tracer release is assumed to commence 
at 0900, and trajectories are calculated 
on the bas is of ventilation winds 
obtained every hour at the Manilla 
s i t e . Heavy l ines indicate the 
expected location of tracer material 
during the period 1300 to 1800, the 
approximate time that samplers were 
open along the indicated highways. 
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FIG. 2.—Same as Figure 
1, except for 10 October 
1977. 
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PRELIMINARY WIND AND TEMPERATURE PROFILES IN THE PLANETARY BOUNDARY 
LAYER OBSERVED NEAR MANILLA, INDIANA 

T. Yamada and P. E. Hess 

Field experiments were conducted near Manilla in Rush County, Indiana, 

in conjunction with the AMBIENS study investigating the mass balance of sulfur 

oxides. As part of this observational program, wind and temperature profiles 

within the Planetary Boundary Layer (PBL) were obtained using the WHAT system 

(Frenzen and Prucha, 1974). Measurements were taken every hour from 0700 

to 1700 EST on days without rain during the period of investigation (3—14 

October 1977); a total of 100 hours of wind data and 84 hours of temperature 

data are available. Hourly variations of horizontal wind-speed profiles on 

10 October are shown in Figure 1. As expected, wind profiles in the afternoon 

are much more uniform than those in the morning because of strong vertical 

mixing due to afternoon turbulence. 

Evolution of the mixed-layer height (defined as the height where the 

temperature profile departs from dry adiabatic) on 5 October i s depicted in 

FIG. 1.—Hourly horizontal wind-speed profiles on 10 October 1977 near 
Manilla, Indiana. Units are m s " l . 
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Figure 2. Although slightly lower, mixed-layer heights obtained from the 

temperature profiles are generally comparable to those obtained from an 

acoust ic sounder a lso located at the Manilla si te (see Coulter, 1977). The 

difference may be due to the fact that the acoust ic sounder receives a maximum 

return from the region of maximum temperature variance. This region may be 

higher than the mixed-layer height obtained from temperature profiles alone, 

due to penetration of turbulence into the inversion layer above. Wind and 

temperature data will be used in computing trajectories for box budget studies 

of sulphur dioxide and sulfate, and in evaluating atmospheric tracers tested 

during the AMBIENS study. Also, complete analyses of the wind and temperature 

data according to similarity theory for the PBL will be conducted as soon as the 

surface turbulent-flux analyses are completed. 

"" I ' I—'—r 

-J I I I I L 

10 12 14 16 
HOURS (CST) 

FIG. 2.—Evolution of the mixed layer heights 
on 5 October 1977 near Manilla, Indiana, x, 
o, and A represent the top of the nocturnal 
inversion layer, the mixed-layer height, and 
the base of an upper inversion, respectively. 
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DIGITAL ACOUSTIC DATA FROM THE RUSH EXPERIMENT 

R. L. Coulter 

Introduction 

Acoustic sounder (sodar) data have commonly been in the form of 

facsimile records in the field programs of this Section. Digital data from these 

instruments have been taken only occasionally (Hess and Wesely, 1973; Black 

and Miller, 1974). During the recent Rush experiment conducted in October 

1977 near Manilla, Indiana, digital sodar data were again taken, with the aim 

of making this a permanent part of the Section's experimental capabil i ty. The 

results of this experiment are discussed in this report. 

Data Collection 

The amplitude of the signal detected by the sodar (proportional to the 

intensity of the scattered acoustic wave) was digitized using a TMC pulse 

height analyzer. Samples were taken every 0.028 or 0.044 seconds (equiv

alent to 5 and 7.5 meters in the vertical, respectively), beginning 0.1 second 

after the acoustic pulse was transmitted, until 200 storage locations were 

filled (equivalent to approximately 1000 to 1500 meters, respect ively, in 

maximum height). Thus, the sequential storage locations represent height 

above the surface. Successive values detected for 45 pulses were added to 

each storage location, resulting in a 15-minute integrated "pu l se . " These 

integrated pulses were then stored on paper t ape . Unfortunately, the data 

transfer was not always successful, and some data were unusable. As noted 

by Hess and Wesely (1973), this method of data storage is not very reliable 

or efficient, but it was all that was available at the time. 

Discussion 

Using the retrievable digitized data, a reconstruction of the facsimile 

chart record in integrated form is easily done using the computer facili t ies 

available at ANL. Figure 1 is a three-dimensional (height, t ime, amplitude) 
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FIG. 1.—A three-dimensional 
picture of the atmospheric structure 
as detected by sodar. The x axis 
is height in the atmosphere. The 
y axis (into the paper) is elapsed 
time, and the z axis is amplitude. 

depiction of the atmospheric structure as detected by the sodar on October 10. 

The z axis in this representation is proportional to the signal amplitude, with 

arbitrary magnitude. In addition to the 15-minute integration along the time 

axis (into the paper) done on line by the pulse-height analyzer, the data have 

been passed through a five-weight binary filter along the height ax i s . This 

filter has the effect of a low pass filter on the data and has no inherent phase 

shift, which can be present in simple averaging. 

The mixing layer height is easi ly recognizable, rising rapidly from the 

surface to approximately 700 m by 1100 hours and becomes quasi-stat ionary 

(see Coulter, this report). In addition, we can see the relative magnitude of 

the temperature fluctuations occurring at the top of the mixing layer and the 

decrease through the day as the strength of the capping inversion gradually 

dec reases . The signal amplitude at the top of the mixing layer in the morning 

is three times that in the afternoon. However, a large part of this difference 

is probably due to the height difference of the returns at the two t imes. Also, 

the "bumpy" character of the returns within the mixing layer gives evidence 

of the strength of the thermals within this layer, their frequency of occurrence, 

and their decreasing intensity with height. If the sodar system were calibrated, 

that i s , if the relationship between output voltage and acoustic pressure level 

were know, and the acoustic energy transmitted into the atmosphere were known, 
2 

then the z axis could be stated in terms of C , the temperature structure 

constant , and knowledge gained directly of the level of thermal turbulence 
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within the PBL. This will be accomplished within the next few months. 

It has been shown (Obukhov, 1960; Wyngaard et a l . , 1971) that in free 

convection 

c/=[4/31c-2/3j f^/ , j 2/3 ^4/3^-4/3 _ „ , 

where T is the average air temperature at the surface, k is von Karman's 

constant, g is the acceleration of gravity, H is the surface temperature flux and z 

is the height above the surface. This result, though strictly valid for the 

surface layer only, apparently holds considerably above that ( Russel et a l . , 

1974; Wyngaard et a l . , 1971; and Tsvang, 1969). When the surface layer is 
2 -2 /3 - 2 / 3 

stable, C should vary more slowly than z and increase to z under 

neutral conditions (Wyngaard et a l . , 1971). If we assume that the detected 

signal voltage is directly proportional to the backscattered acoust ic energy 

(Coulter, 1976), then we can plot the log of the digitized signal amplitude 

versus the log of the height, as in Figure 2A and 2B, and tes t this relat ionship. 

Each curve represents one integrated pulse (15 minutes, or 45 samples at each 

height). Those in Figure 2A were taken during unstable conditions and i l l u s 

trate a slope quite close to -4 /3 for heights less than 300 m (mixing layer 

height approximately 800 m). Those in Figure 2B show a transition from stable 

to unstable conditions in the morning hours. The stable data (A,B) have a 

slope considerably less than - 4 / 3 , dropping off very rapidly above 160 m where 

there is no discernable scattered signal. The third curve (C) has a steeper 

slope quite close to - 4 / 3 , as unstable conditions are established below the 

mixing layer height. 

In any discussion concerning turbulence var iables , the averaging time 

is very important. It should be as long as possible and yet be subject to l i t t le 

or no change in the mean conditions within which it ex i s t s . Thus, there are 

many instances on a short time scale in which this relationship does not hold 

(Wyngaard et a l . , 1971). In fact, for the data taken in this experiment, some 

of the data exhibited slopes closer to - l than - 4 / 3 . The averaging time for 

these data was 15 minutes, which may be too short in some ins tances , par

ticularly if a well developed thermal passes over the sodar. Note a lso that the 
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FIG. 2.—Plots of the variation of returned signal strength with height in the 
atmosphere. Each plot represents a 15-minute average; A ' S , D ' S , and o's 
delineate separate averages, one symbol every 20 points . 
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-4 /3 slope does not exist up to the top of the mixing layer but flattens out at 

approximately half the mixing layer height. Frisch and Ochs (1975) observed 

agreement up to 0.1 of the mixing layer height under marine conditions, while 

the data of Neff (1975) show agreement up to 0.3 times the mixing layer height. 

Under convective conditions, with a well-defined - 4 / 3 slope, Eq. 1 

indicates that the surface heat flux can be calculated if the temperature is 

known. Following the calibration of the sodar system, this will be done, and 

the results will be compared with the simultaneous eddy correlation heat flux 

measurements made during the Rush experiment. The comparison should be 

informative, for the sodar estimate is an areal average while the eddy cor

relation is a point estimate. 

Conclusions 

Digital sodar data taken during field experiments can be used to give a 

good picture of the evolution of the Planetary Boundary Layer. With proper 

calibration of the sodar and care in handling of the data, values for surface 

heat flux can potentially be obtained under free convection condit ions. 

The system used in the present experiment for digitizing and storing 

the data was cumbersome at bes t . With the recent addition of a minicomputer, 

this capability has been considerably enhanced by using the computer-controlled 

A-D converter and plotting capabilities available with this system. It is now 

possible to collect digital acoustic data directly during the Section field experi

ments . 
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MIXING LAYER HEIGHTS FROM THE RUSH EXPERIMENT 

R. L. Coulter 

Introduction 

Evaluation of pollutant transport and diffusion is highly dependent 

upon the structure of the Planetary Boundary Layer (PBL), in particular the 

height of the well-mixed layer. By its very name this parameter indicates 

its importance: passive quantities (e .g . , particles and aerosols) are more or 

l ess uniformly mixed throughout this layer by turbulence forced by strong sur

face heating during the daytime hours; thus , its variation with large scale 

weather systems and local terrain helps determine the amount and distance of 

pollutant transport. The ability of acoustic sounders (sodars) to monitor the 

mixing layer height has been demonstrated many times (Beran and Hall, 1973; 

Wycoff et a l . , 1973). During the recent Rush experiment conducted near 

Manilla, Indiana in October 1977, mixing layer heights were determined by 

an ANL sodar, as well as by a Stanford Research Institute (SRI) lidar and the 

ANL WHAT system (Frenzen and Prucha, 1974). The mixing layer heights 

determined by the three methods are compared in this report. 

Mixing Layer Heights 

Figures la and lb illustrate the variation of the mixing layer height 

detected by the acoustic sounder during several days of the Rush experiment. 

In Figure l a , the cases in which the mixing layer height increased rapidly 

with time and soon became greater than the detectable limit of the sodar 

(approximately 1 km) are depicted. In each case the mixing layer height 

exceeded the detectable limit before 1100 hours, and the rate of increase was 

as large as 650 m hr for an hour or more in mid-morning. If there is no large-

scale vertical velocity, this indicates turbulent velocit ies at leas t as large as 

20 cm/s near the top of the mixing layer. In contrast. Figure lb i l lustrates 

the cases when the mixing layer height never rose above the detectable limit, 

in spite of relatively strong heating at the surface on at leas t one day (October 

10). In these cases , while rapid rise rates are seen, they are of much shorter 
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duration (approximately 20-30 minutes), and the overall rise rate for the first 

-1 

two hours is approximately 200 m hr . Inspection of the corresponding temp

erature profiles (taken as early as possible for each date) for both figures 

shows that in almost all cases there i s a strong elevated inversion 700 m or 

more above the surface (it should be noted that the absolute value of temperature 

is not yet known; however, the temperature differences are known and thus the 

profiles are correct). For the cases illustrated in Figure l a , this elevated 

inversion varies between 1000 and 1500 meters, and the mixing layer rapidly 

increases in height during the early hours until it reaches the elevated inversion 

beyond the detectable limit of the sodar. For cases in Figure l b , the base of 

the elevated inversion is lower, ranging from 700 to 1000 meters; thus , the rise 

of the mixing layer is rapidly cut off. On October 5, the elevated inversion 

began the day at 1250 m but dropped suddenly around 1100 hours to approxi

mately 800 m for a short time, and prevented further increase of the mixing 

layer height. 

Comparison of temperature profiles from the two cases reveals much 

stronger surface-based nocturnal inversions in the cases of Figure l b . Thus, 

it is more difficult for surface heating to cause penetration and lifting of this 

layer. Note that the rapid rise rate for these cases begins approximately when 

the inversion layer i s lifted to the height of the beginning of the adiabatic 

portion of the temperature profile. It is interesting to note something of a 

paradox: those days with strong heating in the morning hours because of clear 

skies are likely to have the slower rise rates for mixing layer heights early in 

the day, for if the preceding night was also clear, the nocturnal inversion will 

be considerably stronger on those days , thus slowing down the rise ra te , 

particularly in the early morning hours . 

At this time of year the strength and duration of solar radiation is much 

reduced relative to summer conditions; thus , the thermals are often too weak 

to penetrate through an elevated inversion, and the mixing layer effectively 

reaches a limit there. This is i l lustrated very well on October 10, 1977, when 

the mixing layer begins to deepen very rapidly with strong solar forcing, but 

upon reaching the height of the elevated inversion, stops quickly and osci l la tes 
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for two hours as the thermal forcing from below is opposed by a descending 

elevated inversion. Perusal of the sodar returns from the hours before dawn 

shows faintly the elevated layer descending from aloft until it merges with the 

rising top of the mixing layer. 

Mixing layer heights were also determined by the SRI lidar and the ANL 

WHAT system. Both these systems were able to monitor mixing layer heights 

greater than 1 km and thus completed the record. However, the values deter

mined by the three systems did not completely agree . Figure 2 i l lustrates that 

the lidar values are consistently higher than the sodar, while the values from 

temperature profiles are consistently lower. In each case there appears to be 

l i t t le height dependence in the differences, although the lidar differences 

may be greater at large and again at small heights . One should note that the 

values for lidar mixing height reported here are preliminary, and have not yet 

undergone thorough ana lys i s . 

The three systems are responsive to different parameters; the lidar to 

par t ic les , the sodar to smal l -scale temperature differences, and the WHAT 

system to temperature. Thus, the three systems have different physical defi

nitions of the mixing layer height: the temperature profile definition is that 

height at which the temperature profile first becomes s table , the lidar definition 

is that height at which there is no longer any detectable particle concentration, 

and the sodar definition is that height at which smal l -scale temperature dif

ferences show a sudden increase . Evidently these three heights are not 

exactly the same, although they are certainly very well correlated. 

The differences between sodar and temperature profile determinations 

are small (average difference l ess than 50 m) and constant with height. The 

point a t which turbulent temperature fluctuations become strong enough, in 

comparison to the overall background noise l eve l s , to be detectable by the 

sodar is slightly higher than the lower boundary of the stable layer (presumably 

turbulent fluctuations exist at the beginning of the layer, but are too weak to 

be detected) . 

Aerosols and particles are transported vertically by thermals. It is 

possible that upon reaching the point at which the temperature profile becomes 
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s tab le , the rising particles will penetrate into the stable layer for some distance 

because they have non-zero vertical velocity at that point. One might expect , 

then, that the lidar could detect a higher value for mixing layer height than the 

other two methods. In addition, there may be some thermals which have enough 

energy to penetrate completely through the stable capping layer (or the capping 

layer "disappears" for a short time and reforms), particularly if it is thin, and 

carry particles above the capping inversion. These particles will then be t rap

ped above, leading to a higher determined mixing layer height. Thus, later in 

the day, as more particles become trapped above the capping inversion, the 

values may tend to become significantly higher as the trapped part icles diffuse 

upward. Higher values for lidar determinations at the greater heights are 

reasonable; particularly if the capping inversion does not break down during the 

day. At lower levels , just as the nocturnal inversion is lifting, the lidar (which 

has a 100 m minimum detectable height) will be sensit ive to particles that have 

been trapped within the nocturnal inversion. Particles emitted through the night 

within the nocturnal inversion remain within the inversion. Thus, as the 

nocturnal inversion begins to lift, the lidar will have returns not related directly 

to the mixing layer height, resulting in values greater than those of sodar. It 

is not surprising, then, to see the largest differences between lidar and sodar 

occurring near the lowest and highest levels (Figure 2). The comparisons of 

Russel et a l . (1974) support th is , although it is l e ss apparent in those cases 

due to the limited resolution. 

Inasmuch as lidar is sensitive to polluted layer directly, it may pro

vide the most accurate measurement of the true mixing height of pol lutants . 

However, sodar is easier to use and is l e ss expensive. When cognizance is 

taken of the relative difference among the three methods, a thorough description 

of the mixing layer heights can be garnered from the sodar returns. 
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MOMENTUM FLUXES OVER ADJACENT SOYBEAN AND MAIZE FIELDS, 
SANGAMON 1975 

B. B. Hicks and M. L. Wesely 

Introduction 

The Sangamon series of Planetary Boundary Layer (PBL) field inves t i 

gations has been reported in some detail in our previous annual reports . 

Emphasis has been placed on the behavior of the PBL with regard to the t r ans 

port of pollutants; supportive surface layer studies conducted during the 

Sangamon experiments remain to be described fully. The studies in question 

were conducted during 1975 and 1976 in Sangamon County in central I l l inois. 

In one important way, these investigations represent a departure from earlier 

PBL studies (e .g . , the Wangara experiment reported by Clarke and Hess , 1973, 

and the Minnesota experiment of Kaimal et a l . , 1976) in that the surface was 

not spatially homogeneous. Instead, the experiments were conducted over 

relatively flat but randomly distributed fields of soybeans and maize. Thus, 

representative values of momentum and sensible heat had to be obtained by 

spatial averaging not necessary in such previous experiments. Spatial aver

aging of this kind is a problem which must be addressed for studies of flow 

over a nonuniform surface, and thus is clearly relevant to the regional-scale 

modeling studies of MAP3S. Here, some results of the micrometeorological 

studies conducted in the first of the Sangamon experiments will be presented. 

The interpretation of friction velocities will be emphasized, since accurate 

determination of average momentum fluxes is crucial in studies of PBL flow 

characterist ics. 

Site Description 

Figures 1 and 2 show the distribution of equipment at the main Sangamon 

site during the 1975 and 1976 experiments, respectively. On both occas ions , 

micrometeorological data were collected over both soybeans and maize; 

however, the distribution of equipment in 197 6 was quite different from that in 

1975. This was necessitated by the changes in vegetation that occurred as a 
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FIG. 1.—Layout of the 1975 
Sangamon experiment PBL field 
s i t e , showing the locations of 
WHAT-system theodolites (circles) 
and preferred base l ines , the si tes 
of micrometeorological invest iga
tions (crosses) and the area used 
as a base for kytoon operation 
(triangles). Hatching indicates 
surfaces bearing a maize crop. 
Soybeans were grown in all other 
a reas . (ANL Neg. 149-78-143) 

I km 

FIG. 2.--Layout of the 1976 
field s i te , using the same symbols 
as in Figure 1. (ANL Neg. 149-78-
144) 

result of the normal practice of crop rotation in this area. 

The distribution of equipment was constrained somewhat by the desire 

to concentrate on conditions of southerly flow; in part, this preference was a 

reflection of the wish to cooperate with other research efforts in the same area, 

especial ly the MISTT* program. Thus, during the 197 5 experiment wind profile 

masts were set up in locations selected to give good fetches over both soybean 

and maize in southerly flow. Momentum fluxes were measured by eddy cor

relation whenever suitable fetches could be ut i l ized. In order to maximize u s e , 

the eddy flux equipment was operated on a mast on a mobile platform that was 

The Midwest Interstate Sulfur Transformation and Transport experiment of the 
U . S . Environmental Protection Agency. 

39 



moved whenever changes in wind direction occurred. The specific intent was 

to evaluate the distribution of surface stress between the two types of surface, 

and to determine the roughness length and displacement height of each canopy. 

In this way, spatially averaged momentum fluxes can be derived from single 

wind observations and rather simple flux-gradient relat ionships. To a consider

able extent, these aims were accomplished during the 1975 experiment, and 

accordingly a less complicated micrometeorological experiment was designed 

for the 1976 study. 

Momentum Fluxes over Soybeans 

Here we will consider only data obtained in unstable conditions during 

the 1975 experiment. The 1976 data set was heavily weighted towards stable 

conditions, and interpretation is considerably more difficult. 

As is shown in Figure 3, the soybean canopy grew rapidly during the 

1975 study. In the early part of the experiment, the soybeans were relatively 

small, and bare soil was exposed between the rows. By the end of the study, 

no bare soil remained exposed. Inspection of the crop-height measurements 

plotted in Figure 3 shows that the soybean canopy was extremely uniform" in 

height. The growth of the crop during the period of observation is described 

by the relation 

h = 1.32 (1 - exp(0.056(190-T))) (1) 

between the crop height h (in meters) and the Julian date T. 

It was assumed that the roughness length and zero-plane displacement 

height would both change during the experiment. Thus, a large number of eddy-

correlation measurements were made over the soybean canopy in order to deter

mine the change with time of z^ and d. However, fetch considerations regard

ing the soybean wind profile tower resulted in the elimination of all data except 

those obtained on 28 and 31 July and 6 August. This limited data set proved 

insufficient to quantify the changes in z and d with time, although the geo

metric mean roughness length derived from data obtained in July (3. 5 ± 0. 6 cm 

from 11 evaluations) was significantly different than the mean value obtained 

on 6 August (5.9 ± 0.8 cm from 19 evaluations). The earlier value corresponds 
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FIG. 3.—The growth of the soybeans 
during the 1975 Sangamon study. The 
data show no significant differences 
between different locations in the 
soybean field studied (solid circles 
indicate the northern end of the 
field, open circles the soutnern end, 
and crosses the center). The curve 
drawn through the data is given by 
Eq. 1. (ANL Neg. 149-78-146) 

to a roughness length about 4% of the crop height, whereas the later average 

is about 6%. The mean value of 5 cm will be used in the following comparisons 

with flow conditions over the maize surface. 

The average zero-plane displacement measured above the soybeans was 

d = 90 ± 7 cm ( i . e . , 90% of the average crop height). 

In obtaining these resul t s , eddy fluxes have been corrected for the 

effects of high frequency sensor inadequacy (following the procedures set down 

by Hicks, 197 2) and stabili ty corrections have been applied (as recommended 

by Dyer, 1974). The effect of water vapor buoyancy has been included in the 

evaluation of atmospheric stabili ty, through inclusion of the latent heat flux, 

estimated from net radiation data as (R — H), in the usual notation. 
n 

Momentum Fluxes over Maize 

The larger, upper leaves of the mature maize crop of the 1975 experi

ment had an average maximum height of about 2.25 m, whereas t a sse l s extended 

to about 2.85 m. The average crop height was thus about 2.55 m. No change 

with time was detected. 

After eliminating a number of measurements made in extremely light 

wind condit ions, the remaining 21 observations yield an average roughness 

length of 17 ± 2 cm ( i . e . , about 6.5% of the average crop height, h) and an 

average displacement height of 151 ± 12 cm (about 60% of h) . 
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The Distribution of Stress Between Crops 

A comparison between simultaneous momentum fluxes over the two 

canopies can be obtained by consideration of occasions of southerly wind in 

which mean wind measurements were made over both surfaces and net radiation 

and sensible heat fluxes were measured directly, so that friction coefficients 

could be properly corrected for the effects of atmospheric stabil i ty. For pur

poses of evaluating this stability correction, it is assumed that sensible heat 

fluxes over both canopies are the same. The spatial distribution of the sensible 

heat flux is addressed later in this report (Hicks and Wesely, 1977); the 10% 

errors which arise in the present assumption of equality will have only a minor 

influence upon the evaluation of friction veloci t ies . 

Figure 4 is a comparison between the two sets of friction velocit ies 

derived in this manner. It is clear that a close relationship exists (as expected), 

and it seems that a simple proportionality provides an adequate description 

of the data . Analysis of the data which coritribute to Figure 4 shows that the 

average ratio of the friction velocit ies, maize/soybean is 1.17 ± 0.03 (29 

values) . Maize and soybean fields were evenly distributed on the farmland 

surrounding the Sangamon field site during both the 1975 and 1976 s tud ies . 

Thus, the analysis presented above can be extended to address the question of 

how to derive spatial averages of the friction velocity from observations made 

over one type of surface only. Measurements made over soybeans should be 

increased by about 9%, and measurements made over the maize should be 
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decreased by about the same amount. 

Conclusions 

Friction velocit ies over the maize crop during the 1975 experiment were 

found to be about 17% greater than over an adjacent soybean field. The maize 

was much taller than the soybeans (2.55 m versus about 1 m) and was consider

ably rougher {z = 17 cm versus about 5 cm at the time of this experiment). The 

displacement height of the maize crop was about 151 cm, i . e . , 60% of h . In 

the case of the soybeans, which were growing rapidly during the experiment, 

the displacement height was about 90% of h. 

Thus, it seems that spatially averaged friction velocities suitable for 

use in PBL scaling studies can be estimated from single wind observations 

made at a single location close to the surface. Estimates made on the bas is of 

wind speeds measured over the soybeans should be increased by about 9%, and 

those derived from observations over maize should be reduced by the same 

amount. This assumes that d, z and H are known. For other PBL studies over 

maize and soybeans when u^ and H are not measured directly, we may use 

values of d and z estimated from crop heights . Wind measurements should 

be made quite close to the surface in order to minimize the effect of atmo

spheric s tabi l i ty. 
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THERMAL CHARACTERISTICS OF ADJACENT SOYBEAN AND MAIZE CROPS, 
SANGAMON 1975 

B. B. Hicks and M. L. Wesely 

Introduction 

The need to derive spatially averaged surface fluxes during the Sangamon 

experiments of 1975 and 1976 has been explained elsewhere in this report 

(Hicks and Wesely, 1977). In the ana lys is , it was found that the momentum 

fluxes to the soybean canopy were about 34% less than those to the maize 

canopy (each surface accounted for about 50% of the area surrounding the main 

field s i te) . A simple correction factor was found to be sufficient for evaluating 

spatially averaged friction velocities from observations made over one par t ic

ular canopy. Here, similar questions will be addressed in the case of the 

sensible heat flux, which is another crucial quantity in parameterizations of 

the evolution of the mixed layer of the lower atmosphere. Since the magnitude 

of the sensible heat flux above a vegetated surface results from a number of 

sometimes counteracting factors, special attention will be given to such 

related matters as net radiation and surface temperature. 

Net Radiation and Surface Temperature 

Miniature net radiometers placed above each surface were used to 

compare the radiation balance above the two types of vegetation. Figure 1 

shows that the net radiation values recorded over the maize exceeded simul

taneous readings above the soybeans during the mornings and late afternoons, 

but the difference averages less than 10%. The curve drawn by eye through 

the plotted averages and standard errors appears to be roughly symmetrical 

about noon. 

A slight difference in thermal properties is also indicated by surface 

temperature data, obtained during the 1975 experiment by the use of a hand

held infrared thermometer. On the average, infrared temperatures of the maize 

were about 0.4'=C higher than those of the soybeans during the morning, but 

by noon they were about 0.4°C lower. The nature of the similarity between the 
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surface temperature and net radiation data plotted in Figure 1 is quite surpris

ing. In situations in which albedos and emissivi t ies are identical , lower 

values of net radiation should be detected above the warmer surface, but the 

opposite behavior is apparent in Figure 1. Albedo differences between the two 

crops may have varied diumally, mainly as a result of greater wilting of the soy

bean l eaves , such as was clearly visible by late morning on a number of 

occas ions . Differences in the amount of dewfall might also have occurred, and 

it seems likely that dew was distributed more evenly through the l e s s dense 

maize canopy; thus differences in the surface albedo may have been important 

in the morning hours a l so . It seems likely, however, that a major factor might 

have been the bare soil exposed between the rows of soybeans during the early 

part of the experiment. Patches of soil were exposed to direct insolation during 

the period centered about noon; the amount of soil exposed in this way decreased 

uniformly with increasing time difference from solar noon. The matter is by no 

means simple, and the present body of information is insufficient to address the 

problem properly. 

Sensible Heat Fluxes 

Average diurnal cycles of net radiation and sensible heat flux (corrected 

for the effects of inadequate sensor performance) are given in Figure 2. In the 

case of the sensible heat fluxes, results obtained over the two surfaces are 

displayed separately, in order to show that the average fluxes measured above 
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FIG. 2.—Average diurnal cycles of 
net radiation (upper curve) and 
sensible heat flux (lower curves) 
measured during the 1975 experi
ment. Two sets of sensible heat 
flux data are i l lustrated. Open 
circles represent data obtained 
over soybeans, solid circles indi
cate results obtained over maize. 
(ANL Neg. 149-78-151) 
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the soybeans were slightly smaller than those over the maize. On the average, 

the difference is about 10%. Thus, the problem of how to derive spatial aver

ages of the sensible heat flux seems to have an answer as simple as that which 

was obtained elsewhere (q.v. , Hicks and Wesely, 1977) for the case of friction 

velocit ies: heat fluxes measured over the soybeans should be increased by 

about 5%, and observations made over the maize should be decreased by the 

same amount. 

It is of some interest to compare the roughness length for sensible heat 

transfer with the value derived earlier for the case of momentum. There are in

sufficient data (and those available are too highly scattered) to warrant d i scus 

sion of the maize surface in this context. However, a large body of relevant 

data was obtained over the soybean canopy on 21 July (10 values) and on 31 

July (12 values) . After omitting two unusually high and two low values , the 

mean value of z derived from these data is 2.5 cm, with a large standard 

error (about 55%). For the same occasions , the earlier study of momentum 

fluxes yielded z^ = 4.7 cm. This is largely in accord with the pattern presented 

by Garratt and Hicks (1973), who suggest that the property ln(z / z ) is a single-
0 H 

valued function of the roughness Reynolds number Re. = u z / v , where v is 
* * 0 

kinematic viscosi ty. The present value of ln (z - / z_) i s 0.6 ± 0 . 5 , which should 
U rl 

be compared with a value of about 1.5 suggested by Garratt and Hicks for the 

case of an even canopy with fibrous elements at the appropriate roughness 

Reynolds number (about 800). 
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Thermal Structure of the Maize Canopy 

The matter of flux-gradient relationships over tall crops is of some 

interes t , since it has been claimed that penetration of the canopy by deep 

thermal eddies in convective conditions leads to substantially increased dif-

fusivities that might not transfer momentum very well; thus K near the top of 
H 

a deep canopy appears to be much greater than predicted by the usual flux-

gradient relat ionships. However, it seems possible that much of the explana

tion l ies in the manner in which the sun heats the foliage. Before sunrise, all 

turbulent transfer i s mechanically induced. Thermal and mechanical diffusiv-

i t ies would be the same, and displacement heights for momentum and sensible 

heat transfer would be expected to be about the same. After sunrise, convection 

commences, and K starts to exceed K . But as the sun rises above the hori

zon, radiation will first warm the very top of the canopy. Later, solar radiation 

will gradually penetrate more deeply, and the zero plane for heat transfer might 

be expected to move downward from the top of the canopy. Meanwhile, the 

zero plane for momentum transfer (visualized by Thom, 1971, as the mean level 

of action of the drag force) would not be so affected. 

Thus, the apparent discrepancy in the applicability of flux-gradient 

relations may not be a result of deep penetration by convective cel ls aloft so 

much as a consequence of a consistent change in the height of the effective 

source of sensible heat . 

In order to investigate this possibi l i ty, hand-held infrared thermometry 

was used during the 1975 Sangamon experiment to locate the height of maximum 

foliage temperature within the maize canopy. This task proved relatively simple 

at most t imes, and Figure 3 shows that a quite consistent picture was obtained. 

Although the number of values contributing to the diagram is small, the trend 

in the level of temperature maximum seems clearly defined. The line drawn 

through the plotted values indicates that the level of maximum foliage tempera

ture moved to below the momentum zero plane at about 0800 CST, on the aver

age . It should be emphasized that the present radiometric data do not provide 

a direct determination of the level of the zero plane itself, however, they do 

i l lustrate the manner in which the effective source of sensible heat moves 
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FIG. 3 . —The variation with time 
of day of the height of the level 
of maximum foliage temperature 
within the maize canopy. The 
dashed line indicates the height 
of the zero plane for momentum 
transfer. 
(ANL Neg. 149-78-147) 

1300 

during a typical diurnal cycle. 

Conclusions 

Evaluations of net radiation over adjacent fields of soybeans and mature 

maize show less than 10% difference between the tw.o surfaces. Differences in 

infrared surface temperature were also small (usually l ess than 0 .4°C) , but 

were counter to the differences that would be expected by simple interpretation 

of the net radiation data alone. It seems likely that the thermal properties of 

the soybean field could have been influenced considerably by the bare patches 

of soil which were exposed between the rows during the early part of the experi

ment. Finally, sensible heat fluxes measured over the maize averaged about 

10% greater than over the soybeans. 
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ANALYSES OF THE SANGAMON DATA 

T. Yamada 

For prediction of air pollution dispersion over regional s ca l e s , know

ledge of temporal and spatial variations of wind and turbulence profiles in the 

Planetary Boundary Layer (PBL) is e ssen t ia l . During the day, wind above the 

surface boundary layer becomes almost uniform with height due to turbulent 

vertical mixing, but at night, wind profiles often exhibit considerable shear in 

both direction and speed. The speed maxima can be significantly greater than 

the corresponding geostrophic winds and are referred to as nocturnal low-level 

j e t s . These complex wind variations should be simulated for real is t ic numeri

cal modeling of dispersion. 

Similarly theory for the PBL suggests that wind profiles can be reduced 

to a universal form if wind and height are appropriately scaled, and universal 

velocity profiles are then empirically derived from observational data . The 

most commonly accepted scaling parameters are the geostrophic wind, the 

Coriolis parameter, and the friction velocity. Data obtained from the Sangamon 

field experiments have been used to investigate the validity of similarity theory 

for the PBL. Description of the experiment s i t e , measurement procedures, 

instrumentation and preliminary results have been previously reported (Hess 

and Hicks, 1975; Sisterson et a l . , 1976). Totals of 150 and 95 hours of wind 

and temperature data , respectively, were obtained during the 1975 experiment, 

which investigated the evolution of the mixed-layer height during the period 

between 0400 and 1200 CST. The following year the formation and development 

of the surface inversion layer during the period between 1600 and 2400 CST 

was invest igated, producing 80 and 59 hours of wind and temperature data, 

respect ively. Magnetic tapes and microfiche cards containing the data are 

avai lable . 

In order to obtain geostrophic wind and friction velocit ies from the 

observed wind profiles, a method proposed by Lettau (1950) and modified by 

Johnson (1965) has been employed (details of the method may be found in 

Yamada et a l . , 1976). Strictly speaking, this method applies only for stationary 
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and horizontally homogeneous conditions, and the real atmosphere never 

completely satisfies such conditions. Nevertheless , we have employed this 

method because of i ts simplicity. The method requires knowledge of the mixed-

layer height, most conveniently defined as the height where the temperature 

lapse rate changes from dry adiabatic. About 30% of the temperature soundings 

made during the Sangamon experiments were not completed for various reasons , 

such as a poor signal from the radiosonde or visual loss of the balloon in 

clouds. An additional 40% of the data were not used in this study because the 

computed friction velocities were found to be either much too small or exces 

sively large. The results reported here are based on 28 and 23 hours of data 

for the 1975 and 1976 experiments, respectively. Surface geostrophic winds 

thus obtained have been compared with those obtained from the pressure r e 

cords at National Weather Service installations and those from three micro

barograph stations temporarily operated during the observational period. 

Agreement is surprisingly good (see Yamada et a l . , 1977). The difference 

between the actual wind and the geostrophic wind, scaled by friction velocity, 

has been plotted against height scaled by the mixed-layer height. Wind pro

files under approximately the same atmospheric stability conditions agree 

reasonably wel l . On the other hand, distinguishable differences have been 

found between the profiles in the early morning, 0300 to 0700 CST (see Figure 

1) and those in the late morning, 1000 to 1200 CST (see Figure 2). These r e 

sults appear to support the existence of universal profiles suggested by 

similarity theory. 

An important result from the same analysis is illustrated in Figure 3 , 

which shows two vertical profiles of eddy viscosi ty coefficients under differ

ent atmospheric stability conditions. Values in late morning are approximately 

one order of magnitude greater than the counterparts in early morning. The 

differences between the calculated values and the curves fitted by eye may be 

due in large part to inclusion of data from several days and t imes. Parameter

ization of the eddy viscosi ty coefficient (or the approximately equivalent eddy 

diffusivity) is extremely important in the modeling of air pollution. 
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FIG. 1.—Normalized wind departure 
(U - ( U g ) ) / u * v s . z /h during early morning, 
0300 to 0700 CST, where (Ug) is a ver t ical 
ly averaged geostrophic wincl, u* is friction 
velocity, and h is the mixed-layer height as 
defined in the text . 
(ANL Neg. 149-77-448) 
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FIG. 2.—Same as for Figure 1 but for late 
morning, 1000 to 1200 CST. 
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SURFACE GEOSTROPHIC WINDS DURING THE 1975, 1976, AND 1977 
EXPERIMENTS 

* 
T. Yamada, R. G. Everett, and S. Berman 

The geostrophic wind is defined as the wind that results when pressure 

and Coriolis forces are in balance (geostrophic equilibrium); such equilibrium 

is considered to be a valid approximation above the Planetary Boundary Layer 

(PBL). From the equation of motion for the mean wind, the following relations 

may be obtained: 

Ug= - ( l / f p ) 9 p / 9 y (la) 

V = (1/fp) 9P/9X , (lb) 
y 

where U and V are geostrophic wind components along x (positive eastward) 
g g 

and y (positive northward), respectively; p is the pressure, p is the air densi ty, 

and f is the Coriolis parameter. This geostrophic equilibrium should, however, 

be modified in the PBL where vertical momentum transfer due to turbulent mix

ing becomes important. Consequently, observed wind profiles in the PBL often 

differ considerably from the corresponding geostrophic wind profiles. Similar

ity theory for the PBL assumes that the departure of the observed wind from the 

geostrophic wind is a universal function of height and atmospheric stabil i ty. 

This assumption appears to be supported, to some extent, by existing observa

tions ( e . g . , see discuss ions in Yamada, 197 6). Currently the validity of 

similarity theory is being investigated with the data obtained during the Sangamon 

experiment (Hess and Hicks, 1975) and the Rush experiment (Hicks, 1977). 

In numerical simulations of the PBL, geostrophic winds have been 

frequently used as approximations of the pressure-gradient terms that appear 

in the equation of motion. Such approximations have been used in the turbu

lence-closure model of Mellor and Yamada (1974), which is currently being 
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applied to simulate the evolution of the mixed-layer during the Sangamon 

experiment. Geostrophic winds analyzed as shown here will be used in that 

simulation as an external forcing function. 

The geostrophic wind becomes constant with height if hydrostatic 

equilibrium and horizontal homogeneity are assumed, although the latter 

assumption may be only approximately true during either the Sangamon or Rush 

experiments. These two assumptions permit the pressure in Eqs. l a and l b to 

be replaced by the mean sea level pressure, obtained by reducing the surface 

pressure measured by standard pressure sensors . Henceforth, "surface" refers 

to values at mean sea level . The surface geostrophic wind components 

(Up, ,V„ ) are computed from the pressure records collected at 1) a network 
yo yo 

consisting of three microbarograph stations (see Lipschutz, 1975 for d i s c u s 

sion) and 14 National Weather Service (NWS) s ta t ions , and 2) the three micro

barograph stations alone (see Figure 1). 

Following Clarke, et a l . (1971) the surface pressure distribution is ap

proximated by 

Pi = ^1^1 ^ ^2^1 ^ ^3^1^ ^ ^4^i ^ ^5 V i -" ̂ 6 ' (2) 

where p. is the deviation of the pressure from the mean of the values measured 

at all stations considered, and x. and y. are the distances from the geometric 

mean of the stations to each station. The coefficients, c . , j = l - 6 , in Eq. 2 

are constants that are obtained by applying a least squares method to the 

hourly data obtained at the network of microbarograph and NWS s ta t ions . 

For the case of the microbarograph data alone, the following linear 

regression is employed: 

Pi = ^ ^ 1 •" ̂ 2^1 ^ ^3 • (3) 

The coefficients, a , j = l - 3 , are obtained by solving the simultaneous equa

tions constructed from Eq. 3 for the three microbarograph stations (1=1, 2, and 

3). 

Once the coefficients in either Eg. 2 or Eq. 3 are determined, the 

geostrophic wind is easily obtained from Eqs. l a and l b . In addition to the 
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FIG. 1.—Locations of the 
National Weather Service (o) and 
microbarograph stations (X), at 
which pressures were recorded and 
used to obtain the surface geo
strophic winds for the 1975 and 
1976 Sangamon experiments at 
Auburn (•), I l l inois. The micro
barograph stations (H) during the 
1977 Rush experiment at Manilla 
( • ) , Indiana are also shown. 
(ANL Neg. 149-78-81) 

two methods d iscussed above, the geostrophic wind may be obtained directly 

by using the equation of motion for the mean wind and the wind profiles ob

served at the experimental s i t e s . This method is referred to as a geostrophic 

departure method (Johnson, 1965), a summary of which may be found in Yamada 

et a l . (1976). 

Temporal variations of the surface geostrophic winds during the 1975 

Sangamon experiment are shown in Figure 2. The geostrophic winds computed 

from the three different methods agree reasonably wel l . The geostrophic winds 

appear to have a period of 3 to 4 days and an amplitude of approximately 5 m 
-1 

s . Figure 3 shows the corresponding results for the 1976 experiment at the 

same s i t e . Agreement between the geostrophic winds computed from the micro

barograph stations and from the geostrophic departure analysis is again quite 

reasonable. The NWS data are currently being analyzed. The amplitude of 

the variations during 1976 appears to be slightly greater than that during 1975, 

but the frequency appears to remain the same. Finally, the surface geostrophic 

winds calculated from the microbarograph station data during the 1977 Rush 

experiment are shown in Figure 4. The other two methods will be applied in 

the near future. The amplitude of the variations in Figure 4 appears to be 

significantly larger than that of the previous two experiments, probably due to 

the fact that the 1977 experiment was conducted in October, while the other 
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two experiments were conducted in July and August. Pressure gradients are 

normally stronger in October and frontal passages are more frequent. 

The authors would like to express their thanks to the personnel at the 

various microbarograph s i tes who ass i s ted in the data collection processes 

and to the NWS for supplying the surface network data . 
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ESTIMATING THE GROWTH OF THE MIXING LAYER WITH THE MODEL SUGGESTED 
BY TENNEKES 

S. Berman and T. Yamada 

Introduction 

Diffusion in the lower atmosphere varies widely during a typical d i 

urnal cyc le . Within an early morning surface inversion, vertical mixing is 

weak. As surface heating increases , a well-mixed layer forms at the surface 

and gradually deepens . By mid-afternoon the mixed layer may extend to a 

height of several kilometers. Subsequent cooling of the ground re-forms the 

surface inversion, and mixing is reduced once more. Since profiles of meteor

ological variables and low-level dispersion of pollutants are dependent on the 

height of this mixed layer, prediction of the height is of practical importance. 

Simulations of the growth of the mixed layer during the morning hours by 

a relatively simple model proposed by Tennekes (1973) are compared below 

with observations made during the 1967 Wangara experiment (Clarke et a l . , 

1971) and the 1975 Sangamon field experiments (Hess and Hicks, 1975). 

The Model 

The equations of the Tennekes model, as summarized by Tennekes and 

van Ulden (1974) are as follows: 

A f = -(^\ . (2) 

, dA , dh , dh /^—. , , , 
^—t ^^5r = ̂ h ^ - ( ^ ^ ) s ' ^ " ^ (3) 

( M 3 - (W). = h ^ , (4) 

where (Gw). = turbulent sensible vertical heat flux at the top of the mixed 
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-I 
layer ("i" stands for inversion base) (°C m s ), 

(Ow) = turbulent sensible vertical heat flux at the earth 's surface 

(°C m s"^) , 

T = surface temperature, 
s 

g = acceleration of gravity, 

u^ = friction velocity 

A = inversion strength (°C) , 

h = height of the mixed layer (m) , 

6 = potential temperature in the mixed layer (K), 
d 6 

y - i'7~)-,, = lapse rate of potential temperature above the mixed layer. 

Following Tennekes (1973), it is justifiable to ignore the las t term in 

Eq. 1 if the wind speed is relatively low and the inversion height is greater than 

100 m. The coefficient C is chosen to be 0.2 on the basis of an average of 

35 observed and theoretical values reported by Stull (1976a). Stull (1976b) 

also shows that C. i s fairly constant from about an hour after sunrise to about 

an hour before sunse t . As modified, Eq. 1 s tates that downward heat flux at 

the inversion base equals 20% of the upward heat flux at the surface. 

It should be noted that Tennekes' equations do not account for advective 

changes, the presence of moisture, or la rge-scale subsidence. These effects 

have been included by other modelers, but add greatly to the complexity of the 

system and thus are omitted in this simplified model. Tennekes' set of four 

independent equations contain six unknown variables . To close this system, 

we further assume that y is known from an initial morning sounding, and that 

the surface heat flux (Ow ) is observed as a function of the time of day. The 
s 

system can now be solved for variables (Gw ) , h. A, and 6 as functions of time 
1 

provided that init ial conditions are specified. 

Results and Discussions 

Sensitivity Studies 

Tennekes' model was subjected first to a series of t es t s designed to 

study the sensi t ivi ty of the height of the mixed layer to variations in (Ow ) , v , 
s 
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AQ, and h (subscript "o" refers to an initial value), where each of these 

parameters was varied while the others were held fixed. No tes t s of s e n s i 

tivity to GQ were necessary because the mixed-layer height does not depend 

on GQ . The results of these tes ts suggest that sensit ivity to variations in 

s table- layer lapse rate i s strong, with mixed-layer height decreased by a 
-1 -1 

factor of 2 when y is increased from 0.001 °C m to 0.005 °C m (see 

Figure 1). Sensitivity to the surface heat flux is much less pronounced. 

These conclusions have been reported also by Mahrt and Lenschow (1976). 

Dependence of mixed-layer height on i ts initial value and on the initial strength 

of the inversion is considerably weaker. These variables modify the initial 

values of h, but have lit t le influence several hours after sunrise . 

Comparison with 1975 Sangamon Data 

The 1975 Sangamon experiment was designed to study the evolution of 

the planetary boundary layer between 0400 and 1200 CST (Hess and Hicks, 

1975). Prelimirjary values of the surface heat flux for four of the sixteen days 

of observations were used to test Tennekes' model. Initial values of h. A, 

and Y were estimated from soundings at 0800 CST. Model predictions and 

observed heights for the day with most complete data are plotted in Figure 2 

for comparison. In general, agreement is fair, with the average error between 

observation and prediction approximately 150 m. 

Comparison with the 1967 Wangara Data 

A most extensive test of Tennekes' model was made with the wealth of 

micrometeorological observations available from the Wangara experiment (Clarke 

et a l . , 1971) at Hay, New South Wales, Australia. Twelve days of unstable 

conditions were analyzed for use in the present study. Morning potential 

temperature profiles at 0900 LST were derived from temperature soundings 

using the relation 

G « T + r ^ z , (5) 

where 

T = observed temperature 

r , = dry adiabatic lapse rate 
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FIG. 1.—Sensitivity of mixed-layer 
height to variations in s table- layer 
lapse ra te , where hQ= 10 m and 
Ao = 6 ° C . The solid line is for 
y =0 .001 °C m~^, the dot-dash line 
is for y = 0.003 °C m " l , and the dashed 

FIG. 2.—Predictions of mixed-
layer height (curve) v s . observa
tions (circles) on 27 July 1975 
during the Sangamon experiment. 

line is for y = 0.005 °C m -1 

z = height. 

Equation 5 is accurate to within 5% in the lowest three kilometers of the 

atmosphere. Values of h , Ao, and -y were determined from the plotted potential 

temperature soundings. In general , results were mixed for twelve cases tested 

here. For six c a s e s , agreement between predictions and observations was 

acceptable , with an average discrepancy of about 100 m. For the remaining 

six c a s e s , agreement was poor, with an average discrepancy of about 300 m. 

Although the reasons for such a wide range of results have not yet been com

pletely analyzed, the following features should be noted: (1) Morning tempera

ture (or potential temperature) soundings often do not reveal a simple, " c l a s s 

ical" shape with a clearly defined mixed layer. This makes h , Ao/ and y 

particularly hard (if not impossible) to estimate meaningfully. (2) Even when a 

mixed layer is clearly dist inguishable, a stable layer in which y varies widely 

is often found above the mixed layer. This difficulty might be resolved by 

selecting two or three different values for y , as suggested by Mahrt and 
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Lenschow (1976), instead of using only one averaged value . (3) Advective 

changes may make the initial morning sounding a poor predictor of late-morning 

and afternoon soundings. (4) The omission of moisture and latent heat 

effects may lead to errors, particularly over wet surfaces. 
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A PRELIMINARY NUMERICAL STUDY OF THE AIRFLOW OVER COMPLEX TERRAIN 

T. Yamada 

Introduction 

Atmospheric perturbations associated with mountains have been inves t i 

gated extensively, both theoretically and observationally (e .g . , see World 

Meteorological Organization, Tech. Note, 1967). Unfortunately, observations 

of wind and temperature with sufficient detail and accuracy can be prohibitively 

expensive in highly inhomogeneous a reas . On the other hand, analytical solu

tions and wind-tunnel simulations are limited to idealized conditions, which 

are too restrictive for many appl icat ions. A more real is t ic approach may be to 

obtain approximate solutions of the finite-difference forms of the hydrodynamic 

equations through numerical modeling, and to use observations for initial and 

boundary conditions and verification of selected aspects of the simulations. 

There are several existing three-dimensional mesoscale numerical 

models that include the effects of topography. Most of the models are based 

on the eddy-viscosi ty method for parameterizing turbulent fluxes. Turbulence-

closure models, which are based on the second-moment turbulence equations, 

seem to be l e s s restrictive than the eddy-viscosi ty parameterizations. The 

closure hypotheses have been discussed in detail elsewhere (e .g . , see Mellor, 

1973; Mellor and Yamada, 1977). This model has been used in simulating a 

number of geophysical p rocesses , including atmospheric surface and planetary 

boundary layers , oceanic surface and bottom boundary layers , pollutant d i s 

persion from a continuous point source and cloud formation over a large cooling 

pond. As a first step toward real is t ic treatment of terrain effects by turbulence-

closure methods, the airflow over single and multiple Gaussian mountains has 

been simulated. Detailed discuss ions on the mathematical formulation and 

numerical procedures of the bas ic model, as applied over a flat surface, are 

given in Yamada (1978a). Thus, only a brief description of the model is given 

below. 
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Description of the Model 

The governing equations are 1) equations of motion for the horizontal 

wind components; 2) conservation equations for the liquid water potential 

temperature and total water, which are qua si-conservative quantities even 

when condensation occurs; 3) conservation equations for turbulence energy and 

a master length scale; and 4) the hydrostatic equation. 

These basic equations are transformed into a terrain-following coordinate 

system (x ,y ,z* , t ) by 
_ z - z (x,y) 

H(x,y,t) - z (x,y) 

g 

where (x,y,z) and (x,y,z*) are the original and transformed coordinate systems-, 

respectively; z (x,y) is the terrain height above sea level; H(x,y, t) is the 
g _ 

height of the computational domain which can be a function of time; and H 

is the initial value of H. The governing equations, after transformation, are 

given in Yamada (1978b). 

Preliminary Simulations 

The mountain used in preliminary simulations i s assumed to be Gaussian, 

.^(x.y)=Mexp{-|[(^)' + ( ^ )']} , (2) 

where M is the maximum height of the mountain, (x ,y ) is the center of the 
c c 

mountain, and a and a are the horizontal standard deviat ions. The mountain X y 

i s placed in a computational domain of 600 km x 600 km X 9 km, with M=499 m, 

(x^'Y^) = (200 km, 200 km) a n d ( J ^ , a J = (50 km, 50 km). The grid is 1 3 x l 3 x 

10, with a constant horizontal grid increment (50 km), and a vertical grid 

increment varying from 10 m at the surface to 2 km at the top. Initial tempera

ture and pressure profiles are constructed from the U . S . Standard Atmosphere. 

The wind profile is logarithmic near the surface; the wind at the top level i s 

-1 

20 m s . Water vapor profiles are constructed from the temperature and p re s 

sure profiles by assuming the relative humidity to be 90%. The mountain is 

Introduced gradually with time in order to avoid numerical "shock;" thus , all 
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FIG. 1.—Horizontal wind vectors at 
1000 m above sea level for a single 
mountain. Terrain is contoured by 
dashed lines with an increment of 
150 m. The lowest contour i s at 
z = 20 m. 
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FIG. 2.—Distribution of the potential 
temperature (K) in a vertical plane 
through the diagonal A-B shown in 
Figure 1. 
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FIG. 3.—Horizontal wind vectors at 
1000 m above sea level for twin 
mountains. Terrain is contoured by 
dashed lines with an increment of 
150 m. The lowest contour is at 
z = 20 m. 
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variables are initially horizontally homogeneous. Integrations are performed 

for 50 time steps with a 10-min time increment. 

Figure 1 shows the final horizontal wind distribution at 1000 m. Ac

celeration and deceleration are seen in the lee and upwind s ides , respectively, 

of the mountain. At the same time the airflow diverges strongly as it approaches 

the mountain and converges at the lee side of the mountain. Features of the 

horizontal wind distributions in the layers higher than 4 km are almost the 

reverse. The convergence and divergence in the horizontal wind fields result 

in vertical motions, which can be computed from the continuity equation. A 

maximum downward motion of 2 m s is obtained approximately 3 . 5 km above 

the mountain and slightly downstream; the maximum upward motion is only 

0.35 m s , as upward motion occurs over a greater volume. The potential 

temperature in a vertical plane through the diagonal A-B in Figure 1 i s shown 

in Figure 2. The potential temperature is increased by 8*̂ 0 in the lee of the 

peak, and the air is much drier than at the inflow boundaries, due to the max

imum subsidence, slightly to the lee side of the mountain, bringing down air 

of higher potential temperature and lower moisture content. A more complex 

terrain may be constructed by superimposing several Gaussian mountains. 

Figure 3 shows the horizontal wind distribution at 1000 m for a system of two 

mountains. 
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A GAUSSIAN MOMENT-CONSERVATION DIFFUSION MODEL 

J. D. Shannon 

Introduction 

Development of numerical grid models of regional pollution dispersion 

is one of the major goals of MAP3S (MacCracken, 1978). The advantage of 

numerical methods over conventional plume modeling l ies in the fact that the 

effects of temporal and spatial variations of such parameters as wind and 

stabili ty can be simulated conveniently. A problem in grid models, however, 

is numerical pseudo-diffusion, which results from finite-difference approxima

tions and limitations in grid resolution. 

A one-dimensional numerical diffusion model, known as the puff-on-

cell model (Sheih, 1978), has been used with Lagrangian trajectory simulations 

for the MAP3S area (Sheih, 1977). In his resu l t s , Sheih simulated no temporal 

change of stabil i ty (expressed in terms of eddy diffusivity) and little vertical 

change. For a uniform eddy diffusivity field, the concentration profile p re 

dicted by the puff-on-cell method, after constants were adjusted, closely a p 

proximated the analytical solution. Further work with the puff-on-cell model, 

however, revealed that a non-zero minimum of diffusion occurred even when 

the stabili ty was so strong that the eddy diffusivity was zero. 

Since barriers to mixing, such as the nocturnal surface inversion, may 

be extremely important to dispersion on the regional sca le , the puff-on-cell 

concept has been combined with the conservation-of-moments concept of Egan 

and Mahoney (1972) as the basis for the Gaussian Moment-Conservation (GMC) 

model, which reduces the pseudo-diffusion of the original puff-on-cell model 

in most c a s e s . Egan and Mahoney assume rectangular subgrid-scale distribu

tions; the puff-on-cell and GMC models assume Gaussian distributions within 

grid c e l l s . The assumptions are arbitrary, since in a grid model a single 

number must describe the distribution within a grid ce l l . Both rectangular and 

Gaussian distributions have well-behaved and easi ly-calculated moments, and 

are thus suitable for conservation of moments. 
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The Model 

The discussion that follows applies to a one-dimensional version of the 

GMC model. Extension to two or three dimensions is straightforward. 

The pollutant mass represented by the single number per grid cel l is 

assumed to be distributed in a Gaussian manner, with the mean fx at the center 

of the cell and the variance such that one standard deviation CT is half a grid 

increment. Transport and diffusion during a time step change (i and CT. After 

the time step, which is constrained such that |ji and a change by l e s s than half 

a grid increment, the temporarily Lagrangian puff must be allocated to the 

underlying Eulerian grid system; in one dimension the mass of the single puff 

is allocated to the initial cell and the cells to either side as three Gaussian 

puffs, defined in such a fashion that the mean and variance of the single puff 

are approximately conserved. The allocations of different initial puffs are 

additive in determining the initial field for the next time s t ep . 

Diffusion is simulated by an artificial wind, the diffusive velocity 

(Sklarew et a l . , 1971), which is calculated at the edges of the grid cell (the 

±CT positions). The diffusive velocity is defined as 

^ C 9x ' ^^> 

where K is the component of eddy-diffusivity along x and C is the concentra-

tion. The effect of the diffusive velocity is to shift and spread the ± cr positions 

and thus the puff. If ^. and ^. indicate the diffusive velocities at the ± a 

posi t ions, respectively, of the puff in the i- th cel l , and u and u~ indicate 
1 i 

the corresponding mean wind components, then 

+ ,+ 
At (2) 

+ .+ - -

and + + 
* AX / V L ! i 1 1 ^i 

where \i^ and.a^ are the new mean and standard deviation for the puff. At is the 

time increment. Ax is the grid length, and |.i. = 0 is the center of the i - th ce l l . 
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A set of equations conserving the zero- th, first, and second moments 

of a puff with a normalized mass can now be written 

M. + M + M , = 1 
1-1 i i+1 

-M. . Ax + M. . Ax = u. 
1-1 1+1 1 

M 
i - l (T) 

2 / . x2 + (Ax) 

= ( a . ) ' + ( n . ) ' 

(4) 

(5) 

^-.(f)^^-«f(f) 2 / . x2 + (Ax) 

(6) 

M., M. . , and M. , . are the masses to be allotted to the initial and adjacent 
1 1-1 1+1 ' 

ce l l s . Equations 4—6 would conserve moments exactly, except that each mass 

must be non-negative in order to have a physical meaning. After the ca lcu la

tions are made for every cel l , any negative mass in the grid system is set equal 

to zero, and the posit ive mass is reduced by the equivalent amount. The total 

mass of pollutant in the grid system is unchanged, but moments are now only 

approximately conserved. It can be seen from the equations that there can be 

no pseudo-diffusion when both K and u are zero (such as the limiting case 

for a strong inversion) If an expanding grid system is used, in order to provide 

better resolution in some part of the grid system, then Eqs. 5 and 6 become 

/Ax. , + Ax.\ / Ax. + Ax. , . 
1 1+1 K- (7) 

and 

M 
1-1 

/Ax . , \ 2 / Ax. , + Ax. \ 2"! / A x . \ 

+ M i+1 [(%-)^( 
Ax. + Ax. . 

1 1+1 \ 2 l *2 * 2 

j J = '̂ i ^ ̂ 1̂ • (8) 

Results 

A numerical diffusion model should be compared to analytical solutions 

of the diffusion equation when poss ib le . The comparison here is for a much 

simpler case (no spatial variation and temporal variation only of the mean wind) 

than the situations for which the model was designed, in order that the analy t i 

cal solutions can be calculated. In Figure 1, the results of a one-dimensional 
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FIG. 1.—Comparison of the GMC 
method (points) with the correspond
ing analytical solutions (curves) for 
the case of Ax=100 m, Kĵ = 10 rvT 
s"^, and u= 0.3925 cos (2TTt/4 hr) 
m s"^. Concentrations are initial 
and after one (o). two (A), 
three (+), and four (x) hours of 
advection and diffusion. 

FIG. 2.—GMC results for the case 
described in Figure 1, without 
advection (u = 0). 
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FIG. 3.—GMC results for the case 
described in Figure 1, without 
diffusion (K = 0 ) . 

X 

15-0 
GRID CELL 

FIG. 4.—GMC results for a case of 
2 - 1 pure diffusion, with Kj^=10 m s ^ 

on the right s ide , and Kx=0 on the 
left s ide . Symbols are as described 
in Figure 1. 
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version of the GMC model (points) are compared to the corresponding analyt i 

cal solutions (curves). The tes t case is an initial Gaussian distribution across 
2 -1 

seven grid ce l l s . The eddy diffusivity is 10 m s and the mean wind velocity 

is sinusoidal in time with a period of four hours. In this advection-plus-dif

fusion case , the GMC model diffuses somewhat l e s s than the analytical solu

tion. Figures 2 and 3 show GMC simulations of pure diffusion and pure ad

vection, respectively. The analytical solutions, if centered, correspond to 

pure diffusion. Again, the GMC method diffuses somewhat l ess than the an^ 

alytical solution. The proper analytical solution corresponding to pure advection 

is the initial distribution (shifted right and left at one and three hours, respect

ively). The reduction in the peak by the GMC method is due to numerical pseudo-

diffusion. The pseudo-diffusion occurs mainly during the first hour when the 

gradients are s teepest . The figures il lustrate the fact that the extent of pseudo-

diffusion is dependent upon the particular situation being simulated. In a pure 

diffusion case shown in Figure 4, K =0 across the left half of the grid and 10 
2 - 1 ^ 

m s across the right half. The pollution in the stable portion of the grid 

remains highly concentrated. The GMC method can be extended readily to the 

more complicated situations of real ist ic simulations of atmospheric structure. 
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A POSSIBLE METHOD FOR ESTIMATING THE CONCENTRATION OF SULFUR IN 
PRECIPITATION 

B. B. Hicks 

Introduction 

Concern about acid rainfall has led to an increased research effort in 

a number of related d isc ip l ines . At the same time, the need to develop better 

simulations of air pollution episodes has led to advanced studies of precipi

tation scavenging as a sink for atmospheric contaminants. Each of the four 

major programs investigating regional-scale air pollution problems in North 
* 

America recognizes the importance of precipitation scavenging as a major sink 

for atmospheric sulfate part icles; the other major sink is dry deposition. 

Several precipitation-sampling networks have been set up in recognition of 

the need for more comprehensive data on the deposition of pollutants in rain 

and snow, but simple methods for the estimation of wet removal rates are 

required immediately. 

The complexity of existing numerical schemes and the limited size of 

available computers result in the requirement that formulations describing both 

dry and wet deposition processes should be relatively straightforward. For the 

case of dry deposition, the concept of a deposition velocity has gained con

siderable favor amongst modelers, although the simple expedient of assuming 

a surface flux proportional to the appropriate pollutant concentration in air at 

some conveniently low level i s an oversimplification. For wet deposition, 

there i s considerable support for the "washout ratio" approach. This has had 

a large amount of exposure in recent years , mainly as a consequence of studies 

of the wet deposition of trace metals . In e s sence , washout ratios express the 

relationship between concentrations of material detected in precipitation and 

"k 

The Long Range Transport of Air Pollution Study of the Atmospheric Environ
ment Service of Canada, (2) the Sulfur Transformation and Transport Experiment 
of the U . S . EPA, (3) the Sulfur Regional Experiment of the Electric Power 
Research Inst i tute, and (4) the Multistate Atmospheric Power Production 
Pollution Study of the U . S . DOE. 
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those measured in air at the same time. An alternative procedure is to employ 

some experimentally determined "scavenging rate , " usually expressed as a 

percentage removed per unit of rainfall (or of time) in an exponential decay 

scheme. 

A recent reanalysis of natural radioactivity concentrations measured in 

rain collected during several storms at Argonne National Laboratory indicated 

relatively constant values of the scavenging rate , which was assumed to be 

that appropriate for natural, background aerosol particles (q.v. Hicks, 1978). 

However, published values of the scavenging rate of sulfate particles vary 

widely. Part of the apparent scatter can be associated with differences in 

terminology; some of the reported scavenging rates apply only to the collection 

of aerosol by falling raindrops (mainly via impaction), whereas other evalua

tions represent the sum of this and in-cloud processes such as nucleation. 

The data presented earlier (in Hicks, 1978) suggest , therefore, that sub-cloud 

and in-cloud scavenging mechanisms combine to produce a relatively constant 

rate of removal. However, it is well known that the concentration of contam

inants in light rains is much greater than in more extensive rainfalls and for 

this reason a number of relationships describing the dependence of the effect

ive average washout ratio on the amount of rainfall have been developed. 

Table 1 gives some examples of equations of this kind; these result from studies 

of radioactive fallout in rain. All of the tabulated formulations yield a net 

washout ratio which decreases with increasing rainfall amount, but unfortunately 

there is little agreement otherwise. Some of the relationships are derived from 

data collected on an event bas i s , others apply to long-term averages . In order 

to incorporate wet removal in regional-scale numerical models it is necessary 

to develop a parameterization procedure similar to those tabulated, but applic

able to the short-term precipitation data reported by the National Weather 

Service and suitable for use in simulations of atmospheric sulfur pollution. 

It is the present aim to address this need, starting with a review of some 

relevant results derived in studies of radioactive fallout and ending with a 

comparison with some recent measurements of sulfate in rainfall collected at 

ANL (as reported by Hsue and Kacoyannakis, 1978). 
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Table 1. Some relationships between the amount of material (A) 
deposited in a rainfall (h); a, b , and c are cons tants . 

A = a [ l - exp (-bh)] 

A = ah - bh^ 

A = a [1 + bh - exp (-ch)] 
1 ? 9 A 

A = a (1 + bh^ • ^ - ch^ • ) 

Damon and Kuroda (1954) 

Szalay and Bere'nyi (1958) 

Miyake et a l . (1960) 

Moeken and Alderhout (1963) 

Total Beta Emitter Concentrations 

The period of intensive testing of nuclear weapons during the 1950's 

provided an opportunity for thorough study of the physical processes a s soc i a t 

ed with the wet removal of atmospheric radioactivity. However, invest iga

tions of the factors that control the concentrations in precipitation were 

hampered by the repeated injection of new material. In the northern hemi

sphere, injections were sufficiently frequent to make interpretation of ob

servations exceedingly difficult, and even in the southern hemisphere con

siderable difficulty was encountered. Accordingly, the declaration of a 

weapons test ing moratorium in the early 1960's resulted in a spate of studies 

intended to capital ize upon the existence of known quantities of trace material 

held in a reservoir aloft. Figure 1 i l lus t ra tes the results obtained from an 

investigation of beta emitters deposited in weekly rainfall at Aspendale, 

Victoria, Australia, between September 1961 and May 1962. For the present 

purpose, these moratorium data have been separated into convenient groups 

and plotted as means and standard errors. Only material deposited in rain is 

considered. Corrections have been applied for the effects of dry deposition, 

which was measured in five weeks to be at rates of 28, 29, 30, 23, and 52 

\iCi km . The data suggest a net dependence upon the half-power of the 

weekly rainfall amount, as indicated by the line drawn by eye through the data 

po in t s . 

Data suitable for testing the behavior i l lustrated in Figure 1 are exceed

ingly rare . We may, however, consider the results published by Hall (1965), 

who reports on a study of three extensive squal l - l ine storms in Oklahoma in 

1964. A network of rain samplers provided about ten separate samples from 
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I 11 IT; r- FIG. l . - - T h e dependence of wet depos i 
tion on rainfall amount, using weekly 
averaged radioactivity data obtained in 
Australia during 1961 and 1962 (solid 
circles) , pre-event data obtained in 
Oklahoma during 1964 (open c i rc les , 
q .v . Hall, 1965), and sulfate measurements 
made at Argonne during 1975 (crosses , q . v . , 
Tisue and Kacoyannakis, 1978). 
(ANL Neg. 149-78-80) 
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each occurrence. The resulting data have also been grouped and plotted in 

Figure 1. There appears to be excellent support for extending the half-power 

relationship from weekly averages to events . 

Some Sulfate Data 

Recently, Tisue and Kacoyannakis (1978) have analyzed rainfall co l 

lected at ANL during 1975. Data collected during a three-week period from 

October 18 to November 10 are plotted in Figure 1. A value obtained later 

(November 20) does not fit the overall picture and seems to be representative of 

an entirely different air mass , but the six plotted sulfate determinations appear 

to confirm the beta-act ivi ty results reasonably wel l . More data would be 

required before it could be concluded that the best-fi t t ing power-law relation

ship is different from that deduced from the beta-act ivi ty data . 

A Procedure for Use in Simulations 

The considerations above lead to the suggestion of a power-law 

dependence between the concentration of material deposited in rainfall (C ) 
r 

and the quantity of rain (h): 

C = A„h 
r 0 (1) 

For use in numerical models, it is required to relate the constant A- to the 

concentration in air . To this end , we turn again to measurements of radio-
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act ive fallout in rain. Since the intent of this particular study is to suggest an 

interim parameterization procedure for application in the northeastern USA, we 

will concentrate on data obtained at ANL, which is located in this region. 

Table 2 l i s ts data obtained during a study of rainout at ANL conducted 

in 1966 (Hicks, 1978). Values of the washout ratio (the ratio of concentration 

in rain to that in air, C ) are tabulated, as well as estimates of the quantity 
a 

J, 
^ = C h V C (2) 

r a 

suggested by the previous d iscuss ion . For these calculations measurements 

of C made near the surface have been employed. Two different fission products 

have been selected for use here; each is easi ly identified and measured through 

the detection of distinctive gamma emiss ions . 

The values l isted in Table 2 indicate that for this particular data set 

there i s relatively little s ta t i s t ica l benefit to be derived from the use of the 

present half-power-law relationship instead of the more conventional (linear) 

washout-rat io method. However, the value of the constant ^ seems to be 

quite well determined (to ±30% accuracy). When converted from volumetric to 

mass uni ts , the value of the constant is found to be about 2000 mm^ . On the 

other hand, the conventional washout ratio is about 900, which is much the 

same as would be expected for the case of sulfate rainout (Garland, 1978, 

presents values ranging from about 500 to 1500, after a single value of 24,000 

is omitted; these evaluations are attributed to Cawse, 1974). Thus, the ant ic i 

pation that radioactivity rainout data will be indicative of sulfate rainout does 

indeed appear to be verified. 

Conclusions 

The method described here for the inclusion of precipitation scavenging 

in regional-scale numerical simulations of atmospheric sulfur pollution is 

intended mainly as an interim measure. It i s fully expected that considerably 

better relationships will be developed as more data become avai lable . For the 

present , however, experience in past studies of radioactive fallout indicates 
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Table 2. Washout ratios and values of the "constant" ^ derived from measure
ments of 141ce and 95zr concentrations in air and rain at Argonne during 1966. 
Values are obtained by direct manipulations of air concentrations in pCi per 
thousand standard cubic meters, rain concentrations in pCi per l i tre, and 
rainfall quantities in millimeters. 

Date 

20 May 

13 June 

5 July 

11 July 

13 July 

18 July 

2 6 July 

1 August 

10 August 

Geomet r ic 

h , mm 

2 . 0 

1.5 

3 .1 

5 .9 

4 . 6 

0 . 8 

9 7 . 3 

6 .3 

13 .6 

mean: 

Standard error: 

Was 
141 

Ce 

1 0 . 6 

1.9 

0 .2 

2 . 3 

0 .5 

0 . 3 

0 . 4 

0 .2 

0 .6 

0 .74 

56% 

hout Ratios 

0 . 7 3 
± 3 2 % 

95„ 
Zr 

3 . 0 

1.9 

0 . 5 

1.0 

0 .7 

2 . 3 

0 . 4 

0 . 1 

0 . 3 

0 .72 

65% 

141 
Ce 

1 5 . 0 

2 . 3 

0 . 4 

5 .7 

1.1 

0 . 3 

4 . 3 

0 . 6 

2 . 3 

1.75 

55% 

^ 

1.69 
± 2 8 % 

95„ Zr 

4 . 2 

2 . 3 

0 . 8 

2 . 5 

1.4 

2 .0 

3 .9 

0 . 4 

1.0 

1.64 

29% 

that the use of a constant washout ratio might be rather misleading, since 

average concentration will decrease with increasing rainfall amount, following 

an approximate half-power relationship. 

The half-power formulation should be applied with considerable caution, 

since it is clear that the data on which it is based are very limited. For 

example, only mid-latitude warm rainfall is considered. Clearly, the results 

of contemporary precipitation sampling networks will eventually provide the 

crucial test of this and other models of precipitation scavenging. 
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POLLUTANT TRANSFER ACROSS THE CAVITY REGION BEHIND A TWO-
DIMENSIONAL FENCE 

"k "k kk^ 'k'k'k "kkk 

C M . Sheih, P. J. Mulheam, E. F. Bradley, and J. J. Finnegan 

Introduction 

The cavity region or separation bubble in the lee of a structure is known 

to be isolated from the main flow by a closed-loop streamline. Pollutants can 

be trapped inside the bubble for extended periods of time, a situation which may 

cause the pollutants to accumulate to an unacceptable concentration level . The 

problem has attracted considerable recent interest . For example, Vincent (1977) 

has studied pollutant transfer across the separation bubbles of rectangular 

blocks by measuring the decay time constant of pollutant concentration after 

pollutant emissions inside the bubble are ended. Robins and Castro (1977) 

have investigated the concentration field in the separation bubble of a cubical 

model by releasing a continuous pollutant source in the bubble. 

In the present investigation, it is felt that better understanding of the 

transfer processes across the separation bubble might be accomplished by 

studying a two-dimensional fence. This is because the flow behind a two-

dimensional fence is easier to understand and has been studied more extensively 

( e . g . , Chang, 1966; Plate, 1967; Good and Joubert, 1968; and Rang a Raj u 

et a l . , 1976) than the flow behind cubical structures. A two-dimensional fence 

also has broad practical applications. It has been used as a shelterbelt to 

reduce the erosion of soil by wind, and it can also be used to trap radioactive 

particles from the tailings of uranium mines. Investigation of the transport 

processes across the separation bubble can help determine optimal arrangements 

of shelterbelts . Results could also apply to dispersion behind long fence-like 

buildings. The aspect ratio (height to cross-wind length) required for the 

existence of a two-dimensional flow section can be estimated from the study 
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Research Fellow, to CSIRO. 
Radiological and Environmental Research Division, Argonne National Laboratory. 

Environmental Mechanics Division, CSIRO, Australia. 

82 

* * 



by Mulheam and Bradley (1977). 

In the present investigation a simple mathematical formula for predict

ing the pollutant flux across the separation bubble in the lee of a two-dimen

sional fence has been constructed. To determine the constants in the analyt i 

cal solution, wind tunnel experiments using heat as a tracer to represent the 

pollutant were conducted with various combinations of fence height, heat input 

and free-stream mean wind velocity. The study has been extended to the 

prediction of pollutant concentration inside the separation bubble. 

Theoretical Formulation 

Figure lA shows the configuration of the separation bubble behind a 

fence and the profiles of wind velocity (u) and pollutant concentration (C). 

A rigorous treatment of the problem is not possible because of the complexity 

of the flow. However, if one is interested in the transfer processes in the 

mixing region, a semi-empirical approach is avai lable . In summarizing Chang's 

(1966) work, Plate (1971) shows that the velocity and the momentum-flux pro

files in the mixing region are very similar to that of the "free-jet-boundary" 

flow (Schlichting, 1960) and proposes the simplified model shown in Figure 

IB for this region. Under such conditions, the equation of motion for the mix

ing region can be approximated by 

2 
au , 9u 9 u ,.x 

u — + w — = e — r , U; 
9x 9z ^ 2 

9z 
e = K^x(u^-UQ) , (2) 

where x is the horizontal downstream distance from the fence, z is the ver t i 

cal coordinate, and z = z ' - h , u and w are the velocity components along x 

and z, respect ively, e is eddy diffusivity, K is a constant, and u ^ and u 

are wind veloci t ies at the upper and lower boundaries, respectively. The 

velocity u is zero for a solid fence and non-zero for a porous fence. With 

the flow configuration in Figure IB the velocity profile in the mixing region 

can be obtained by solving Eqs. 1 and 2. The result is given by Plate as 
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FIG. 1.—A, the configuration 
of the flow behind a fence 
and B, the equivalent model 
of "free-jet-boundary" flow 
for representing the transfer 
processes in the mixing region. 
(ANL Neg. 149-78-85) 

B 

Mixing region 

U = 

U + U„ 
00 0 

!

u — U. 
00 C 1 +—r~"^ u + u^ 
00 C 

erf(K2z/x) (3) 

where K„ is a constant. If one assumes that the eddy diffusivities for the 

transport of momentum and pollutant are the same, the governing equations for 

pollutant transport in the mixing region will be similar to Eqs. 1 and 2, and 

the solution for the pollutant concentration will be 

C = 
00 

^ { 
c - c 

00 0 ) ^ 
(4) 

where C and C ^ a r e pollutant concentrations at the upper and lower boundaries, 

respectively. Making use of a flux-gradient relationship and Eqs. 2 and 4, 

one can formulate the pollutant flux per unit area and integrate the result along 

the entire boundary of the separation bubble to obtain the following total pol 

lutant flux (Q) leaving the separation bubble, 
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Q = K 3 [ l - 2 . 7 9 ( h / L ) 2 ] (u^ - u^) (C^ - C J L , (5) 

where K is a constant , and L is the length of separation bubble. The equation 

shows that if the mean wind velocit ies and pollutant concentrations inside and 

outside the bubble, the fence height and the separation bubble length are 

measured, the total pollutant flux leaving the bubble can be computed. On the 

other hand, if the rate of pollutant injection into the bubble is known, the pol

lutant concentration inside the bubble can be computed from the equation, 

provided that fence height, bubble length, wind velocity, and pollutant con

centration in the free-stream are measured. 

Wind Tunnel Experiment 

The wind tunnel experiment was conducted at the Pye Laboratory of the 

CSIRO Division of Environmental Mechanics. A detailed description of the wind 

tunnel has been reported by Wooding (1968). In order to generate a thick 

boundary layer, a 5-cm tripping fence was installed at the entrance of the tes t 

sect ion. For each experiment, one of the model fences was placed 7 m down

stream from the tripping fence. The boundary layer thickness at that location 

was about 20 cm. The free-stream mean wind velocit ies were in the range of 
-1 

5 to 25 m s . The corresponding range of Reynolds numbers for the model 
4 5 

fence is 10 to 10 . However, it appears that the present results should be 

applicable to higher Reynolds numbers encountered in full-scale structures. 

Schlichting (1960) has shown with spheres that if the Reynolds number exceeds 

about 10 , the location of the flow separation around the objects will no longer 

change enough to affect the dynamic similarity of the flow. Since the location 

of the flow separation of the present model always occurs at the upstream 

sharp-edge comer of the fence, the pattern of the forces acting on the fence 

will remain the same for higher Reynolds numbers. 

Instead of a g a s , electrically produced heat was chosen as a tracer to 

represent a pollutant for the experiment. Temperatures inside and outside the 

separation bubble were measured with a thermistor probe. Measurements of 
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the length of the separation bubbles were made with a series of loose cotton 

strings parallel to the fence. The ends of each string were anchored to a pair 

of metal strips spaced about 40 cm apart. Since wind velocities inside and 

outside the separation bubble were opposite in direction, the strings were 

separated into two groups by the flow, and the distance from this division to 

the fence was the length of the separation bubble. 

Since all the other variables in Eq. 5 were measured, the constant K„ 

could be computed. For 15 cases tested with the bubble temperature (T ) 

measured at x=z '=h /2 and with various combinations of fence height, free-

stream velocity and heating ra te , the analysis of the observed data gave 

K =0.0087 + 0.00016. 

Conclusion 

The total flux of pollutant leaving the separation bubble can be expres

sed in terms of fence height, separation-bubble length, free-stream mean 

velocity and pollutant concentrations in the free-stream inside the separation 

bubble. The pollutant concentration inside the bubble is taken at a reference 

location, one half fence height from both the ground and the fence. Obviously, 

the experimental constant determined for the flux formula is applicable only 

to the concentration at this location. However, wind-tunnel resul t s , not shown 

here, indicate that if geometrical similarity is satisfied for two different flows, 

the concentration fields will be similar if the vertical coordinate, the horizontal 

coordinate, and the concentration are scaled by the fence height, the separa

tion bubble length, and the product of source strength and the concentration at 

the reference point, respectively. Using this similarity relationship for the 

concentration field, one can combine the flux formula with a complete descr ip

tion of the concentration field for a particular c a se , such as shown in Figure 

2, to predict pollutant concentration for other flow conditions and for other 

locations of the separation bubble. 

86 



I p -

NON-DIMENSIONALIZED 
TEMPERATURE SCALE; 

V 
HEATED 
SECTION 

"7777777777777777777777777^— 

I 2 3 

FIG. 2.—Profiles of excess temperature normalized by the excess temperature 
at x= z= h/2 , for fence height h= 6 cm and free-stream velocity u= 10 m s~ . 
(ANL Neg. 149-77-431) 
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SOME EFFECTS OF DISPLACEMENT HEIGHT VARIABILITY IN TALL VEGETATION 

B. B. Hicks 

Introduction 

The micrometeorological data collected during the 1975 Sangamon ex

periment have been shown to support the contention that the level of maximum 

foliage temperature in a thick canopy varies with the time of day, presumably 

according to the depth of penetration of direct solar radiation (Hicks and 

Wesely, 1977). It seems appropriate to relate this level to the displacement 

height to which thermal flux gradient measurements should be referred, much 

in the manner that Thom (1971) identifies the effective level of action of the 

drag force on crop elements as the conventional zero-plane displacement height 

d for momentum transfer. 

There is no obvious physical reason why the displacement heights re l 

evant to the transfer of any pair of atmospheric quantities should be coincident, 

even though it is common practice to take all displacement heights to be the 

same as that for momentum. Equality is usually assumed for the simple reason 

that information on displacement heights other than d is not avai lable . This 

assumption is likely to be misleading. For example, if a gas i s emitted as a 

result of decay of organic material at the forest floor, a low value for the a p 

propriate displacement height must be expected. The effective levels of ex

change of water vapor and other gases taken up or lost via stomatal apertures 

are probably controlled by the morphology of the vegetation as well as by 

stomatal closure; at night, when stomates are closed, displacement heights 

might be considerably lower than in daytime. 

Many of the ideas expressed above are analogous to the concept of 

"deep thermal penetration" advocated by some forest meteorologists. The con

sequences of taking d to vary with the time of day, which is a convenient 

way of expressing this concept mathematically, will be explored here. It 

will be assumed that all other displacement levels are the same as d. 
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Formulation of Atmospheric Stability 

Micrometeorological flux-gradient relationships are generally formulated 

in terms of dimensionless atmospheric stabili ty parameters such as ( z - d ) / L , 

where z i s the height of observation and L is the Obukhov scale length of 

turbulence. At first sight, it might seem that taking d / d would cause some 
H 

uncertainty about how to formulate stabili ty in a manner such that there i s a 

one- to-one correspondence with the results obtained over smoother surfaces 

for which the assumption of equality is appropriate. That this is not the case 

can be seen from consideration of the fact that (z - d)/L is a measure of the 

ratio of the production rate of turbulent energy due to buoyancy to that due to 

mechanical forces. The former term is not a function of height in the constant 

flux layer, but the latter involves the height above the conventional (momentum) 

displacement leve l . No other displacement height enters into the definition of 

( z - d ) / L . 

However, use of the gradient Richardson number cannot be recommended, 

since 
Ri= ( ( z - d ) / L ) . ( ( z - d ^ ) / ( z - d ) ) . (4>j/<t>ĵ )̂ , (1) 

where cf) and <\> are correction functions which are strongly dependent on 

(z - d)/L. Equation 1 reverts to the familiar relationship between Ri and (z - d)/L 

only when d = d . Thus, use of the gradient Richardson number should be 
H 

avoided in micrometeorological studies above tall canopies, since otherwise 

seemingly anomalous flux-gradient relations might be artificially produced. 

Accordingly, the following analyses will be in terms of (z - d ) / L . 

Fluxes over a Forest 

Consider, for example, the case of flow over a forest canopy of height 

20 m and with a known zero plane displacement for momentum transfer of 16 m 

( i . e . , d = 0 . 8 h). Suppose, then, that the displacement height for thermal 

transfer i s located substantial ly below 16 m, say d = 12 m, but that all other 
H 

zero planes are coincident with that for momentum. We will consider the effect 

of this difference in thermal behavior upon measurements made above the canopy 
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and upon the interpretation of data obtained. 

For purposes of il lustration, we will assume that measurements are 

made at the semi-binary levels 5.66 m, 8 m, 11.31 m, 16 m, e tc . above d. In 

recognition of the usual desire to analyze only data obtained above the can

opy, lower levels will not be considered. 

Table 1 presents some examples of what might be measured in typical 

circumstances. Starting with assumed values of the friction velocity u* and 

TABLE 1 . Data and computations used for i l lustrat ion of the effect of taking djj ^ d. 
Values of u*, H, and LwE are assumed and values of L and u are derived from them. 
Then, finite differences between the heights 5 .66 , 8, 1 1 . 3 1 , and 16 m (levels 1 to 
4 respectively) are computed. These differences are used to determine Bowen ratios 
on the bas i s of which erroneous values of H and LwE are derived. ^A^nd speeds and 
friction velocity are in cm s"^, heat fluxes are in W m"^, temperatures are in °C , 
humidities are in g kg" l and L is in m. 

Assumptions 

u* 
H 
L^E 
Obukhov length: -L 

Velocity at 5. 61 m 

Finite differences 

Levels 1 - 2 

Au 

AG 

Aq 

Levels 2 - 3 

Au 

AG 

Aq 

Levels 3—4 

Au 

AG 

Aq 

Average "Bowen ratio" 

Inferred sensible heat 

Inferred latent yeat 

30 
100 
400 

19.1 

90 

15.9 

0.057 

0.148 

14,7 

0.055 

0.127 

13.6 

0.051 

0.109 

0.175 

74 

426 

30 
200 
300 

11.1 

74 

14.1 

0.090 

0.087 

13.0 

0.086 

0.074 

12.0 

0.080 

0.063 

0.468 

159 

341 

50 
100 
400 

88.3 

197 

34.8 

0.059 

0.153 

33 .1 

0.060 

0.138 

31.2 

0.059 

0.123 

0.176 

75 

425 

50 
200 
300 

51.3 

186 

32.0 

0.100 

0.097 

30 .1 

0.099 

0.086 

28.1 

0.095 

0.075 

0.468 

159 

341 

70 
100 
400 
242. 

289 

54.3 

0.053 

0.136 

52.7 

0.055 

0.128 

50.7 

0.057 

0.119 

0.176 

75 

425 

70 
200 
300 
141. 

284 

51.6 

0.095 

0.092 

49.5 

0.098 

0.085 

47.2 

0.098 

0.077 

0.469 

160 

340 
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the sensible heat flux H, profiles of wind and temperatures have been recon

structed by the use of the flux-gradient relations recommended by Dyer (1974). 

As required in the present model, gradients of temperature 6 are referred to 

d = 12 m, and gradients of wind u are referred to d= 16 m. 
rl 

The examples of Table 1 are constrained so that the sum of sensible 
_2 

and latent heat fluxes (H + L^E) is 500 W m . When Bowen ratio methods are 

used to derive values of H and L E from measurements of net radiation R, it is 
w 

usually assumed that heat storage and photosynthetic terms are small and hence 

that 
L^E = R/(l + (3~ )̂ , (2) 

where L is the latent heat of vaporization of water and (3 is the Bowen ratio: 
w 

P = c AO/L Aq , (3) 
p w 

Equating (3 to the ratio H / L E requires that the diffusivities K and K, are 
w H W 

equal, which has been found to be true over relatively smooth surfaces, (e .g. , 

Dyer, 1967) but which is clearly inappropriate in the present circumstances. 

Blind application of the usual Bowen ratio methods to the temperature and 

humidity data of Table 1 results in underestimation of the sensible heat flux 

by about 2 5%. 

Analysis of the flux-gradient relations in terms of Richardson number 

would be similarly misleading. Figure 1 presents the apparent K ^ K versus 

Ri dependence yielded by the values of Table 1. The suggestion that the 

stabili ty dependence does not follow the conventional flux-gradient relations 

(as indicated by the solid line) is a direct result of the assumption that d = d . 
H A plot of K / K against z/L would be similarly misleading, although possibly 

H M 

compounded by the u 

Bowen ratio method. 

compounded by the use of inaccurate estimates of H and L E derived from the 

Discussion and Conclusions 

A number of analyses of flux-gradient relations over rough surfaces have 

indeed resulted in the suggestion that conventional formulations might be wrong 

by a considerable amount. For example, an exceedingly thorough 
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FIG. 1.—The apparent variation of K H / K J ^ with Richardson number over a 
canopy in which d= 16 m and djj= 12 m. Gradients from which these values are 
derived are obtained by application of conventional flux-gradient formulations, 
so that the appearance of a discrepancy is a direct consequence of taking 
dH=d in the reduction of the data. The solid line represents the behavior that 
would be expected if djj = d; the dashed line is drawn by eye through data points 
evaluated from Table 1. Solid c i rc les , open c i rc les , and crosses indicate 
results applicable at levels of 22 .7 , 25.5 and 29.5 m, respectively. 
(ANL Neg. 149-78-150) 

micrometeorological investigation of a pine forest (Thom et a l . , 1975) con

cluded that errors of the order of a factor of two occurred in unstable and near-

neutral conditions, but that no such disagreement existed when conditions were 

s table . Their finding is in complete agreement with the present model, since 

in stable stratification (at night) the assumption d =d is almost certain to be 
11 

correct (since penetration of the canopy by the solar beam is no longer an 
active mechanism). Further, Hicks et aL(1975) investigated the relationship 

between d and d in slightly unstable conditions, but under persistent heavy 
H 

cloud cover, and detected no significant difference. 

If the present simple model of flux-gradient relationships above tall 

vegetation proves correct, some rather intriguing characteristics can be pre

dicted. In tropical a reas , the depth of thermal penetration into canopies would 

be much greater than at higher latitudes (all other matters being the same) and 

hence relatively large apparent discrepancies might be expected for surfaces 

near the equator. Distinct differences would be expected between the behavior 

of atmospheric quantities which are derived from near-surface sources (e .g . , 

hydrogen sulfide from duff and aromatic hydrocarbons from boles) and that of 
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stomatally-controlled quantities (e .g . , sulfur dioxide and water vapor). 

Finally, and perhaps most importantly, these considerations cause us to 

question the validity of a large body of hydrological literature which has a c 

cepted est imates of evaporation rates based on Bowen ratio methods without 

recognizing that these est imates might be inaccurate when vegetation is suf

ficiently t a l l . 
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AN ANALYSIS OF PARTICULATE DATA COLLECTED AT ARGONNE 

R. G. Everett and B. B. Hicks 

Introduction 

During the summer of 1976, particulate air samplers were operated at 

two heights on the 44.5 m meteorological tower at Argonne. The samplers, 

usually called streakers, were maintained by ANL personnel as part of a Florida 

State University (FSU) regional pollution study. In each streaker, a vacuum 

pump was connected to a moving orifice that was slowly drawn across a 

Nuclepore filter (0.4 jo-m pore diameter). This sample was then analyzed in 

two-hour increments by Proton Induced X-ray Emission (PIXE). The resulting 

energy spectra were analyzed by a nonlinear least squares program in order to 

obtain concentrations of various elements, including sulfur, lead, iron, titanium, 

si l icon, and potassium. A complete, detailed description of the project and 

analysis techniques may be found elsewhere (Berg et a l . , 1977a and Berg et a l . , 

1977b). 

This paper presents a quantitative analysis of fluxes determined from 

the ANL tower streaker data previously reported by FSU investigators (Berg 

et a l . , 1977a). The horizontal transport of particulate sulfur and lead is i n 

vestigated through the use of a wind rose and polar plots of normalized fluxes. 

Finally, data from the two streakers are compared and deposition velocities are 

estimated. 

Data Analysis 

The data used in this study were obtained during the period 6-13 July 

1976. As the PIXE technique is capable of two-hour time resolution, there are 

84 time steps available for analys is . This imposes some rather severe limita

tions on any generalizations about long-range transport, and any statements 

about fluxes or long-range transport should be considered to be specific to 

this study (q .v . , Sheih and Hess , 1977). The streakers were located at 11.5 

m and 34.5 m on the tower, but winds used in the analysis were taken at 6 m 
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and 44 .5 m. This discrepancy between the levels of measurements probably 

resulted in small but consis tent errors in the analysis which follows. 

In the particulate sulfur transport ana lys is , the first consideration is 

the relative frequency of wind direction. Figure 1 is a wind rose computed 

from ANL wind data during the study period. Each 30-degree sector contains 

one point that represents the normalized frequency distribution of the wind 

coming from that sector . This agrees quite well with a 15-year average wind 

rose computed at ANL for the month of July (see Moses and Bogner, 1967, 

p . 46). A polar plot of wind speed in each sector normalized by the sum of the 

wind speeds for al l the sectors was almost identical to Figure 1. Figures 2 

and 3 contain the normalized fluxes of particulate sulfur measured at 11.5 m 

and 34.5 m, respect ively. The fluxes are computed from the equation 

v(i"A)/(f-A) . <« 
where F. and n. are the normalized flux and the total number of occurrences of 

the wind in the j - t h sector, respectively, u. and C. are wind velocity and 

particulate sulfur concentration of the i- th sample, respectively, and N is 

the total number of samples . For example. Figure 2 shows that about 30% of 

the total amount of particulate sulfur passed by the ANL tower when the winds 

were between 195° and 225°. The total flux of particulate sulfur for the lower 
-2 -1 

streaker i s about 0. 6 mg m s while for the upper unit the value is 1.1 mg 
-2 -1 m s • From this analysis it is clear that more than 50% of particulate sulfur 

observed at ANL is associa ted with winds from the south through wes t . Chicago 

contributes a substantial ly smaller amount of particulate sulfur to Argonne. 

The horizontal transport of lead at ANL was studied in a similar manner. 

Unfortunately, the number of data points available for analysis i s much smaller 

since the concentration of particulate lead was at or below the detection limit 

about half the t ime. The wind rose was not modified for analysis of lead flux, 

s ince it was felt that points below the detection limit still contained valuable 

information ( i . e . , for that two-hour period, and with the winds in that given 

direction, there was very l i t t le lead) . The normalized lead fluxes were 
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FIG. 1. —Normalized wind rose at ANL 
during the week of 6-13 July 1976 at 
44.5 m. 
(ANL Neg. 149-78-61) 

285' 

255' 
105° 

FIG. 2.—Polar plot of normalized 
particulate sulfur (solid line) and lead 
(dashed line) fluxes during the week of 
6-13 July 1976 at 11.5 m on the ANL 
tower (center of the plot). 
(ANL Neg. 149-78-63) 

285' 

255' 

FIG. 3.—Same as above, but at 
34.5 m. 
(ANL Neg. 149-78-62) 
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computed in a manner similar to Eq. 1 and are shown in Figures 2 and 3 for 

11.5 m and 34.5 m, respect ively. These show the strong influence of heavy 
-2 -1 automobile traffic east and northeast of ANL. Total fluxes are 0.04 mg m s 

-2 -1 
and 0.07 mg m s for the lower and upper s treakers, respectively. 

A comparison of the particle concentrations at the lower and upper 

streakers produces some interesting resu l t s . The mean ratio of particulate 

sulfur concentration at the top to that at the bottom is 1.206, with a standard 

error of 0 .018 . On the other hand, the same analysis for lead results in a mean 

ratio of 1.150 and a standard error of 0.230; thus, the ratio was not s ta t i s t i ca l 

ly different from unity. Clearly, the case of lead is not well defined; while the 

concentration ratios seem to yield a similar average to that obtained from the 

particulate sulfur data (certainly not s tat is t ical ly different), the standard er

ror i s sufficiently great that l i t t le further analysis is warranted. However, in 

the case of particulate sulfur, the ratios can be used to obtain some tentative 

information on deposition velocit ies (v ,) , since it can be shown (q.v. , Hicks, 

1975) that in near-neutral conditions 

v^=. ( C ( z 2 ) / C ( z ^ ) - l ) ( k u J / l n ( z 2 / z ^ ) , (2) 

where C(z ) is the concentration of the appropriate material at height z. , k i s 

the von Karman constant (« 0.41) , and u^ is the friction velocity. For this 

study Eq. 2 was corrected for the various atmospheric stabili t ies during which 

the data were taken (for discussion, see Wesely and Hicks, 1977). In par t ic

ular, the 1.5 to 6 m Richardson number, Ri, was used such that for the stable 

c a s e , 0 . 0 < R i < 0 . 2 , E q . 2 becomes 

V, = Au 
d 

C(Z2) 

C(z^) J Ll.lO+(^f^)J 
1 - 5 R i 

1.39 + (H^)J 
1 - 5 R i ' 

(3) 

where Au is the difference in wind speeds between 1.5 m and 6 m. For the un

stable c a s e , -2 < Ri < 0 .0 , Eq. 2 is changed to 
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V , ^ Au 
d 

r £ ^ _iir ^ 1 r ^ i 
Lc(Zj) JLl.lO-4,jj^ + + j j J L l . 3 9 - + ^ ^ + y J ' 

(4) 

where di and dj,, are stability-dependent correction functions evaluated at 
^H^ ^M^ 

the appropriate heights . The results are summarized in Table 1. The limited 

quantity of information warrants only a coarse sorting according to wind speed 

and stability; nevertheless , a tendency for v to increase with velocity is in 

deed apparent. Furthermore, v is seen to decrease as the atmosphere becomes 

more s table . Both these findings are in agreement with the predictions of simple 

turbulence models. 
It is clear that the present deposition velocities are substantially 

greater than the values common in most contemporary numerical models; 
-1 

usually, deposition velocities of about 0.1 cm s are used. The adoption 

Table 1. Values of the deposition velocity (cm s ) for particulate sulfur and 
of the momentum transfer velocity yielded by the ANL tower data, sorted 
according to velocity and stabili ty. Data are restricted to | L | > 10 m, and 
n is the number of samples. 

Stable 

Uns tab le 

Overal l 

n 

^d 
V 

u 

n 

^d 
V 

u 

n 

^d 
V 

u 

u ^ 4 . 5 m s~ 

7 

1.37 

1.07 

6 

0 .98 

0 .54 

13 

1.19 ± 0 . 

0 .82 ± 0 . 

48 

11 

u > 4 . 5 m 

8 

1.00 

1.62 

6 

2 .32 

2 . 2 3 

14 

1.56 ± 0, 

1.88 ± 0, 

s - l 

.59 

.25 

Overal l 

15 

1.17 ± 0 . 2 5 

1.36 ± 0 . 1 5 

12 

1.65 ± 0 . 8 1 

1.39 ± 0 . 3 5 

27 

1.38 ± 0 . 3 8 

1.37 ± 0 .17 
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of low values for the deposition velocity for particulate sulfur is sometimes 

supported (somewhat heuristically) by the contention that the transfer of 

part icles in the immediate vicinity of the ultimate surface sink will be hindered 

by their extremely low diffusivity. In essence , this imposes a surface r e s i s t 

ance to transfer which is somewhat analogous to that which enters into formula

tions of the transfer of trace gases such as water vapor and sulfur dioxide. 
_ 2 

This surface res is tance acts in series with the aerodynamic resis tance u/u^ 

determined by the momentum transfer to the surface in question. In fact, close 

examination of the present deposition velocit ies shows them to be remarkably 

close to the values corresponding to the aerodynamic res i s tance . To show th is . 

Table 1 a lso l i s t s values of the momentum transfer velocity, or conductivity, 
2 / -

V =u / u . 
u * 

The suggestion in Table 1 that v , sometimes exceeds v is of doubtful 
d u 

s ta t i s t ica l significance. It seems unlikely that v will exceed v , although it 

is possible that such a finding might result when the sulfur flux is heavily 

weighted towards larger particles and is consequently influenced by gravita

tional sedimentation. The close agreement between v and v might indeed be 

fortuitous; however, a considerable amount of confidence in the present numbers 

is generated by the overall behavior evident in Table 1. 
Conclusions 

Clearly, much l e s s particulate sulfur reaches the ANL site from the 

northeast than from the southwest, a result that is expected. Long and short-

range transport are intermingled so that it is difficult to distinguish between 

the effects of nearby sources located 5 to 40 km SW of Argonne and emissions 

from St. Louis and other industrial areas to the southwest. Again, particulate 

sulfur emission data would help solve this problem. On the other hand, lead 

behaves as if it were solely from local sources . The present analysis of 

particulate concentration data at ANL yields results which are somewhat surpris

ing, especial ly insofar as the deposition velocity appropriate for evaluating 

the flux of sulfur-bearing particles is indistinguishable from that derived from 

atmospheric turbulence properties a lone. In this regard, it appears that the 
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sulfur particle flux is unaffected by surface considerations, which have some

times been considered to be the critical and controlling factors. However, it 

is obvious that the present results cannot be extended to other situations with

out great risk. It is important to remember the limitations of the experiment, 

and especially the rather poor exposure of the tower on which the measurements 

were made. 
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A COMPARISON OF AERODYNAMIC TO CANOPY RESISTANCES FOR OZONE 
UPTAKE BY MAIZE 

M. L. Wesely, J. A. Eastman, D. R. Cook, and B. B. Hicks 

Introduction 

In a previous annual report (Wesely and Hicks, 1976), the resis tance 

of vegetation to uptake of sulfur dioxide and similar gases was shown to be 

significant when compared to aerodynamic resis tances within the atmospheric 

surface layer . Typical values of the bulk canopy resis tance were estimated 

on the bas is of numerous investigations of stomatal res is tances reported in 

the scientific l i terature. The bulk canopy stomatal resistance r undergoes 

strong diurnal variations due to changes in solar radiation and water s t r ess , 

among other factors . Thus, in numerical models that are to account for the 

fate of pollutants over long trajectories, the simulated rate of removal at the 

surface of the earth should be highly variable over the course of a day of 

travel over vegetation, owing to the highly variable surface properties. Sim

ilarly, in studies of the effects of pollutants on plants , the total uptake needed 

for determining dose-response relationships can be calculated accurately only 

if variations of canopy res is tances are taken into consideration. 

In this report, the bulk canopy resis tance r to ozone uptake is computed 

for both healthy and senescent maize crops, so that i ts importance relative to 

aerodynamic res i s tances can be a s s e s s e d . Ozone is quite different from 

sulfur dioxide in chemical properties, e . g . , ozone is more reactive with most 

substances and i s l e s s soluble in pure water. Nevertheless , there is strong 

evidence, as will be shown, that ozone uptake is mostly controlled by stomatal 

res is tance in the healthy maize canopy in much the same manner as the flux of 

sulfur dioxide is normally controlled. 

Measurements of r c 

Two experiments are partially reported here . The first was performed 

at the Sangamon site in central Illinois during the summer of 1976 (Sisterson 

et a l . , 1976), the second at the AMBIENS si te in Rush County of southeastern 
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Indiana during the autumn of 1977 (Hicks, 1977; Wesely, 1977). At Sangamon 

the com crop was full-grown and healthy, while at Rush the canopy was sen 

escent , so that the stomata were not functional. 

At both s i t e s , the ozone vertical flux was estimated by eddy-correlation 

techniques frequently used by this Section, with ozone sensors as described 

elsewhere (Eastman and Stedman, 1977; Eastman et a l . , 1977; Cook and Wesely, 

1977). The deposition rate was essential ly measured directly, and the values 

of aerodynamic resistance r and average leaf boundary-layer resis tance r 
a s 

were calculated on the basis of eddy-correlation measurements of s tress and 

heat flux, and mean quanti t ies. A full description of the formulations used is 

given by Wesely and Hicks (1977); we only note here that the deposition velocity 

is 
V = (r + r + r )~ , (1) 

d a s c 
specific to a certain height, usually 4 - 5 m in the present s tudies . 

The values of r and r are determined with the use of rather elaborate 
C OS 

assumptions. These assumptions include: (1) the eddy diffusivities for heat, 

water vapor, and ozone are identical; (2) the aerodynamic displacement heights 

for heat, water vapor, and ozone are equal to that for momentum; (3) there are 

no sources or sinks for ozone in the air layer between the point of measurement 

at a height of 4—5 m and the leaf surfaces in the canopy; and (4) the leaf 

boundary-layer resistance associated with the quasi-laminar flow very close 

to leaf surfaces can be taken into account for heat and water vapor, as shown, 

for example, by Garratt and Hicks (1972), and in a similar manner for ozone. 

Various aspects of the validity of these an other assumptions are discussed by 

Wesely and Hicks (1977). 

Figures 1 and 2 show the results obtained at Sangamon, where the 

estimates of resistance r to water vapor transport are derived on the basis 
Co 

of energy balance estimates of latent heat flux. This r should be a measure 
OS 

primarily of the bulk canopy stomatal resis tance and is easi ly converted to the 

case of any gas of known molecular diffusivity that does not react with leaf 

surfaces and is taken up with negligible res is tance by the mesophylls of l eaves . 
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Obviously r and r are highly correlated during most of the day. Before 
c cs 

about 0900 on each day, dew was present on the surfaces of the l eaves , resul t 

ing in a failure of r to be an accurate measure of stomatal res i s tance . 
cs 

If r were an accurate measurement of only stomatal res is tance , and 
cs 

if stomatal res is tance were the only important mechanism that controls uptake, 
r would be greater than r as a result of the relatively slow rate of ozone 
c cs 

diffusion through stomatal openings. With such conditions, considerations of 

molecular diffusivities leads to the approximation r ^ 1.6 r . However, the 
c cs 

matter is complicated by the need to include a mesophyll res is tance , which 

might not be negligible for ozone because of i ts relatively low solubility in 

water (mesophyll res is tance to water loss is assumed to be zero). Let us 

assume for the moment that mesophyll resis tance to ozone uptake is extremely 

small , and that the only si te for ozone removal within the canopy, other than 

via stomatal apertures, is at the leaf surface. Also, because of the dense 

canopy, transfer to the soil surface is assumed to be very small. Then, with 

the assumption that the leaf stomatal resis tance is r and is in parallel with 
the res is tance r to ozone transfer at the outer portions of the leaves , r can 

X c 
be expressed as 

r = [(1.6 r )"^ + r "^] "^ . (2) 
c •• c s X •' 

With the use of the average values of r and r found between 0900 and 1500 
c cs _^ 

for the two days at Sangamon, r i s calculated to be about 7 s cm . This 

value is fortuitously close to the likely value of cuticular resis tance to water 

vapor transport. Since r already includes the effects of cuticular resis tance 

to water vapor, the actual cuticular res is tance to ozone uptake would seem to 
-1 -1 

be significantly l ess than 7 s cm , perhaps 3 -4 s cm . Therefore, it appears 

that a small but significant amount of ozone is lost at the leaf surface. If 

the mesophyll res is tance to ozone uptake were large, r would have to be even 

smaller in order to compensate. 

Figure 3 shows some of the results at Rush, which were nearly dupli

cated on other days . Comparison with Figs . 1 and 2 shows that r was greater 

at Rush than at Sangamon, indicating that the dead canopy was not as good a 
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FIG. 1.—Comparison of res is tances 
determined for the full-grown, 
healthy maize canopy at Sangamon. 

FIG. 2.—Resistances as in Figure 
1 for the following day. 
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FIG. 3.—Comparison of resis tances 
to ozone transport to the senescent 
maize canopy at Rush. 
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si te for ozone destruction as was the living maize canopy. The midmoming 

minimum occurs almost simultaneously with the disappearance of dew. Thus, 

water on the leaves and stalks may have retarded ozone uptake during early 

morning. After about 1030, r seems to increase gradually but not as markedly 

as at Sangamon. This increase of r is difficult to explain, since stomatal 
c 

effects, which occurred at Sangamon, probably were not present. A few small 

grassy weeds upwind of the sampling location may have had an effect. Other

w i s e , a possible explanation is that the surfaces became slightly saturated 

with the products of ozone reactions with surface materials, thus decreasing 

the efficiency of uptake. In order to explain the recurrent midmoming minimum, 

a mechanism causing the surface to become more reactive at night should be 

postulated. Perhaps the wetting of leaf surfaces by dew somehow allows the 

surfaces to "recover" over night during periods of very low ozone concentra

t ions . 

Conclusions 

The field data presented here support the hypothesis that ozone uptake 

by maize is controlled largely by resis tance to diffusion through leaf stomata 

in a manner similar to the regulation of water l o s s . During the daytime, values 

of r are typically 1-5 times larger than aerodynamic resis tances calculated 
c 

for the layer below heights of 4 - 5 m. A similar result for the uptake of sulfur 

dioxide by healthy maize i s expected. 

For surfaces not covered by healthy vegetation, the rates of uptake of 

ozone are poorly documented at present . This is a lso tme for sulfur dioxide, 

indicating that a variety of pollutants and types of surfaces need to be in 

ves t igated. 
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MODIFICATION OF AN OZONE SENSOR TO PERMIT EDDY-CORRELATION 
MEASUREMENTS OF VERTICAL FLUX 

D. R. Cook and M . L . Wesely 

Introduction 

Regional modeling of pollutant dispersion and removal requires know

ledge of the rate of removal of pollutants at the surface of the earth. By mea

surement of the vertical flux of pollutants near the surface, the removal rate 

can be est imated, and appropriate formulations can be developed. Eddy-

correlation techniques have proven quite successful in making such measure

ments because of the reliability of the sensors and the direct nature of the 

measurements. Flux determinations over a variety of surfaces can provide a 

significant data base from which typical fluxes can be estimated and applied 

in a regional-scale model. Surfaces of interest include agricultural crops, 

forests , water bodies , bare soi l , and snow. 

To apply eddy-correlation techniques to the measurement of ozone flux, 

a commercially avai lable , chemiluminescent ozone sensor similar to that 

described by Warren and Babcock (1970) was purchased and modified to make a 

fas t - response sensor . In 1977, it was used in conjunction with a fast-response 

propeller anemometer to measure ozone flux over three surfaces: mature soy

beans , loblolly p ines , and senescent maize. 

Sensor Characteris t ics 

The principal components of the ozone sensor are a 100 ml reaction 

chamber, a photomultiplier tube and accompanying electronics for signal proces

sing. A sensit ivi ty selection of 1 ppb to 1 ppm full scale by decades is included, 

with only the two most sensit ive settings having been used so far. Sample air 

and ethylene simultaneously enter the reaction chamber, mixing at the photo-

multiplier tube face. Destruction of ozone is assumed to be insignificant as 

the sample moves 0.5 m from the Teflon sample tube inlet to the photomultiplier 

tube face . Before entering the reaction chamber, part icles are removed from 

the sample stream by a Teflon filter, preventing accumulation on the photo-
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multiplier tube face that could result in reduced sensitivity of the device . 

A reaction between ozone in the air sample and the ethylene results in 

the emission of light in a broad band of wavelengths centered at 435 nm (Fontijn, 

Golomb, and Hodgeson, 1972). The intensity of light is proportional to the 

concentration of ozone. A description of the reaction and an example of the 

emission spectra are included in an article by Finlayson, Pit ts , and Akimoto 

(1972). Factors influencing the sensitivity of the sensor include the tempera

ture of the photomultiplier tube and the flowrates of the ethylene and air sample 

s treams. These factors are monitored with a temperature sensor implanted 

next to the housing of the photomultiplier tube and flowmeters placed in the 

exhaust (combined sample air and ethylene leaving the sensor) and ethylene 

streams. Laboratory calibrations were made at an ethylene flowrate that is 

a compromise between flowrate and sensor response . This flowrate has been 

and will be used in all measurements. The calibrations resulted in the ca l i 

bration equation 

[O^] = 794 VF"-^ (T/273)"^ , 

where {Oo] is the concentration of ozone in ppb 

V is the signal from the sensor in volts DC 

T is the temperature of the photomultiplier tube in °K 
-1 

F is the exhaust flowrate in 1 min 

Rapid variations of temperature in the photomultiplier tube are prevented 

by a half inch of polystyrene insulation surrounding the tube. Although 

the commercially-available sensor is designed to operate at atmospheric p r e s 

sure, the length of inlet tubing needed produces slightly l ess than atmospheric 

pressure in the modified version. 

Because eddy-correlation instmments are used near the surface (at 

about four meters height), they must meet certain criteria for delay and response 

t imes . The ozone sensor delay time is approximately 0.4 second, and the 

response time has been measured to be about 0.6 second. The response time 

is typical of many eddy-correlation instmments , making the ozone sensor 

capable of responding to atmospheric fluctuations of frequency near 1 Hz. 

Adjustments to the ozone flux measurements are necessary because of the 
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Inability of the sensor to respond to all of the atmospheric frequencies that 

contribute to the net vertical transport of ozone. The adjustments, however, 

are usually smaller than 30%. The accuracy of the instmment is approximately 

10%. 

Examples of Applications 

The ozone sensor has been used over a variety of surfaces, including 

loblolly pines during the Alamance experiment in cooperation with the EPA and 

Duke University, senescent maize during the AMBIENS experiment (Hicks, 1977) 

and mature soybeans in Plainfield, I l l inois . A typical deployment of the sen

sors i s shown in Figure 1. The Plainfield experiment included a comparison of 

the ozone sensor and a nitric oxide type chemiluminescent ozone sensor 

(Eastman et a l . , 1977). Measurements of mean ozone concentration and ozone 

flux were made, from which the ozone deposition velocity is easi ly calculated. 

Examples of the adjusted data from the Alamance and AMBIENS experi

ments appear in Table 1. Even though there is a large difference in the mean 

concentration of ozone between the summer and the fall experiments, deposi 

tion veloci t ies are approximately the same during the daylight hours. This 

suggests that the two types of vegetation are equally effective in the removal 

of ozone. Also, the near zero deposition velocities during nighttime hours 

indicate the importance of high surface res is tance to uptake by vegetation at 

night and poor mixing during atmospherically stable conditions. 

Conclusions and Recommendations 

The modified chemiluminescent ozone sensor, using ethylene as a r e -

actant , has proven to be reliable in the field, with ozone flux measurements in 

1977 having been made over three surfaces: loblolly pine , mature soybean , 

and senescent maize. However, the response of the instmment is slightly 

slower than desired. This could be corrected by reducing the length of time 

that the sample spends in the reaction chamber. An increase in the sample 

flowrate, produced by an increase in the exhaust pumping rate , a decrease in 

the diameter of the sampling tube or a decrease in the length of the exhaust 
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FIG. 1.--Deployment of the ozone sensor at Alamance. The sensing element 
can be seen attached to the central supporting pipe and is used in conjunction 
with the propeller anemometer on the left. Also shown, near the propeller, 
is the support for a fast-response thermometer and, on the right, a fast-
response cup anemometer. 

tube, would decrease the response time of the sensor. Because of the circum

stances surrounding the placement of the sensor on a tower at a field s i te , 

most of these improvements are impractical. Even so, the small s i ze , spec i 

ficity of the ozone-ethylene reaction and the reliability of the sensor have 

made it quite desirable for fast response eddy-correlation measurements in 
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Table 1. Examples of ozone flux (w' c ' ) , mean concentration ( c ) , and deposition 
velocity (v ) . 

Date 

16 July 

17 July 

5 Oct. 

10 Oct. 

Time w' c' 
(EST) lOlO mol cm-2 s " ! 

c, ppb vd 
cm s -1 

Location 

0015 
0545 
1145 
1715 
2115 
0015 
0415 

0645 
1145 
1715 

1015 
1145 
1715 

1 1 . 6 
- 1 1 . 7 

- 1 2 4 . 5 
- 8 9 . 2 
- 1 3 . 1 
- 2 9 . 7 
- 1 3 . 4 

- 9 . 6 
- 3 6 . 5 
- 4 6 . 8 

- 1 8 . 3 
- 2 1 . 0 
- 4 9 . 4 

1 2 0 . 8 
6 9 . 6 
9 2 . 6 

1 0 0 . 5 
1 3 6 . 5 
1 3 7 . 5 
139 .6 

1 6 . 2 
4 1 . 8 
3 9 . 0 

23 .0 
29 .2 
32 .9 

- 0 . 0 4 
0 .07 
0 .56 
0 .37 
0 .04 
0 .09 
0 .04 

0 .25 
0 .36 
0 .50 

0 .34 
0 .30 
0 . 6 3 

Alamance 

AMBIENS 

AMBIENS 

comparison to instruments that employ other sensing methods. The present 

response of the sensor i s acceptable because the most important criteria for 

eddy-correlation instrumentation are nearly satisfied. Adjustments to the ozone 

flux data must be made to compensate for the inability of the sensor to respond 

fully to all of the frequencies of atmospheric fluctuations that contribute to the 

vertical transport of ozone. 

It i s expected that the sensor will be used to measure ozone flux over 

other surfaces in the coming year, including snow, bare soil , and various 

s tages of soybean growth. 
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A COMPARISON OF TWO CHEMILUMINESCENT OZONE DETECTORS USED IN 
EDDY-CORRELATION MEASUREMENTS 

J. A. Eastman, M. L. Wesely, and D. R. Cook 

Introduction 

High ozone concentrations occurring periodically during the summer 

over large regions of the eas tem half of the United States are often associated 

with transport over dis tances exceeding 1000 km (e .g . , Fankhauser, 1976; 

White et a l . , 1976; Samson and Ragland, 1977; Vukovich et a l . , 1977). 

Modeling of these phenomena requires that we understand the sources 

and sinks of ozone over appropriate time sca l e s , ranging from several hours 

to several days . Photochemical reactions in the atmosphere both produce and 

destroy tropospheric ozone, while reactions at the surface of the earth act 

mainly as a continuous sink. In fact, the amount removed at the surface can 

be large, sometimes resulting in damaging effects on vegetation. This Section 

is currently measuring the uptake of ozone by various surfaces, mainly with 

eddy-correlation techniques employing two fast-response ozone sensors that 

rely on chemiluminescent react ions, one with nitric oxide (NO) (Eastman and 

Stedman, 1977) and the other with ethylene (C^H ) (Cook and Wesely, 1977). 

Earlier studies have shown that these two chemiluminescent methods can pro

vide accurate, linear measurements of mean ozone concentrations (unpublished 

report, Eastman and Stedman, 1974). The present report compares the fluxes 

measured simultaneously by each sensor and examines the restrictions imposed 

upon that comparison due to sensor response character is t ics . 

Principles of Detection 

The ozone sensors detect light emitted as a result of the reaction of 

ozone with NO or C H . In both sensors , the gaseous mixture produces excited 

molecules and light is emitted as lower energy levels are reached (Fontijn 

et a l . , 1970; Kummer et a l . , 1971). The emitted light has wavelengths between 

400 and 900 nm; the light intensity is proportional to the concentration of ozone, 

provided there is an excess of NO or C_H. . 
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In both sensors , samples of air are drawn continuously through Teflon 

tubes into a reaction chamber where mixing with NO or C H takes p lace . 

Reactions take place near the face of a photomultiplier tube that t ranslates the 

detected light into a measurable current that is proportional to the ozone con

centration in the sampled air. 

The two devices differ in several ways . The ozone-NO sensor mini

mizes the dark current of the photomultiplier tube by use of a refrigeration coil , 

while the ozone-C H sensor does not use cooling to reduce dark current or 

thermal noise . The tube of the latter sensor is insulated to avoid rapid thermal 

changes, and is calibrated as a function of temperature of the tube housing. 

By use of a vacuum pump and restrictive inlet orifices, the reaction chamber 

and inlet sample tubing of the ozone-NO sensor are maintained at a pressure 

of about 500 Pa, whereas the ozone-C H sensor operates at atmospheric p res 

sure. The use of critical orifices and large pressure differences controls the 

flow rate in the former, while flowmeters and needle valves near the ethylene 

inlet and at the end of the exhaust tube regulate flow in the lat ter . The NO and 

C„H are supplied through dual regulators attached to pressurized cylinders. 

Comparison of Flux Measurements 

In the current study, vertical fluxes of ozone are computed by analog 

covariance circuitry (Hicks, 1970). A single fast-response propeller anemo

meter with an assumed distance constant of 2 m measures the vertical wind 

speed, while the ozone concentration is simultaneously measured with the 

two ozone sensors . Typical delay times are 0.7 s and 0.4 s and typical 

response times are 0.2 s and 0.6 s for the sensors using NO and C H , 

respectively. The rather long delay times are due to the transit time of the 

air sample down the inlet tubes of length 0.5 m for the ozone-C H sensor 

and 5.0 m for the ozone-NO sensor. The flux data were obtained at a height 

of about 5 m above the soil surface in a field of full-grown soybeans with a 

momentum zero-plane displacement height of about 1.0 m. 

Table 1 shows average values of fluxes, both raw and adjusted for 

the signal loss caused by the inability of the sensors to measure fully the 
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Table 1. Comparison of ozone fluxes obtained with two types of fast-response 
ozone s£nsors and a shared propeller anemometer for vertical wind. The wind 
speeds u and values of the stability parameter z /L are appropriate to the height 
of the eddy-correlation sensors . 

Time 
(CST) 

u, 
m s " ! 

z/L Ozone 
l O l ^ molecu le 

<=2H4 

1 5 . 4 
2 3 . 6 

3 0 . 2 
4 3 . 3 

3 1 . 4 
4 4 . 5 

4 7 . 8 
5 8 . 1 

3 7 . 5 
5 0 . 8 

5 .6 
1 1 . 2 

flux 
s cm -2 s - l 

NO 

1 2 . 2 
1 8 . 3 

2 4 . 2 
3 4 . 1 

4 2 . 4 
55 .6 

5 1 . 2 
6 1 . 1 

3 9 . 5 
5 2 . 3 

5 .8 
1 2 . 4 

8/2/77 
0600-0800 

0800-1000 

1000-1130 

8/3/77 
1300-1500 

1500-1700 

2100-2300 

raw 
adjusted 

raw 
adjusted 

raw 
adjusted 

raw 
adjusted 

raw 
adjusted 

raw 
adjusted 

2.4 

3.9 

3.9 

2.2 

3.1 

2.9 

0.057 

-0 .014 

-0.077 

-0.100 

-0.025 

0.124 

relat ively high-frequency atmospheric fluctuations that contribute to the eddy 

flux. The methods of adjustment will not be described in detail here, except 

to note that the procedures of Hicks (1972) are used with the cospectra of 

Kaimal et a l . (1972) and Kaimal (1973). The adjustment factors used in Table 1 

are strongly dependent upon atmospheric stabili ty and range from about 1.25 

during unstable conditions to nearly 2.2 during stable conditions. Because 

such large adjustments are applied to some of the data, large errors are some

times poss ib le . 

The ratio of the adjusted ozone fluxes measured by the C H method to 

those obtained by the NO method is 1.03 ± 0 . 0 9 for all six c a s e s . The ratio 

found for the four unstable cases is 1.00 ± 0 . 1 1 . Since these ratios are nearly 
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equal to the ratios before adjustment, 1.02 for all six cases and 0.97 for the 

unstable c a s e s , the time response characterist ics of the two ozone sensors 

were evidently nearly the same. It is expected that the total time of response 

and delay for the ozone-NO sensor will be near 0 . 1 s when the vacuum system 

is performing wel l . However, this was not the case for the data in Table 1 

because of a leak in the system; the faster response time will markedly improve 

performance during stable conditions. The good agreement of the resul ts in 

Table 1 shows that the two methods can be used interchangeably to determine 

vertical fluxes of ozone, provided that the response and delay times are well 

known. 

Conclusions 

Both the ozone-NO and ozone-C H sensors can be used to measure 

fluctuations in ozone concentration for use in eddy-correlation measurements 

of vertical flux of ozone in the atmospheric surface layer. The fluxes, obtained 

with a common propeller anemometer to measure vertical wind and adjusted for 

inadequate frequency response, are nearly equal for simultaneous measurements 

during unstable conditions. The values appear to be roughly equal during 

stable conditions a l so . In future work over a variety of surfaces, the two types 

of ozone sensors will be used interchangeably at heights of 4—5 m in slightly 

stable to moderately unstable conditions, thus providing some versati l i ty in 

field work. 

The rather long delay time of 0.7 s for the ozone-NO sensor, found by 

measurement in the field, is not typical of that expected for this system. If 

the vacuum system had been operating properly, the combined delay and response 

times should be near 0.1 s , even with an inlet sampling tube of several meters 

length. By comparison, the time response of the ozone-C„H sensor i s at 

leas t 0.5 s in its present configuration, which i s unlikely to be changed. Hence, 

although the ozone-C„H sensor can be easi ly deployed near the top of a tower 

in the field because of the small s ize and light weight of the sensing element, 

the potential of the ozone-C H. sensor for use as a fast-response eddy-cor

relation sensor is not as great as that of the ozone-NO sensor when a long. 
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par t ia l ly-evacuated , sampling tube is successfully employed. 
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ON THE USE OF SILICON PHOTOCELLS IN THE MAP3S TURBIDITY NETM/ORK 

* 
M. L. Wesely, W. W. Nazaroff, and R. G. Everett 

Introduction 

Episodes of increased atmospheric turbidity in the Midwest and the 

Northeast cause the commonly-observed phenomena of reduced visibil i ty and 

greater whiteness of the sky where c loudless , but such data are not quanti

tative and objective. When available, data from Volz sunphotometers provide 

a good measure of the intensity of haze (Flowers et a l . , 1969). Such data 

were used in a previous Annual Report (Shannon and Wesely, 1976), to show 

that the spatial and temporal periodicities associated with increased levels 
t 

of haze were on the order of 1500 km and 5 d in the MAP3S region during the 

summers of 1972 and 1973. Numerous other studies have shown that reduced 

visibility and increased ozone levels are regional-scale phenomena. Thus, 

the nature of the episodes of increased turbidity are controlled to a great 

extent by weather patterns, as well as by locations of natural and anthropogenic 

sources of the gaseous and particulate substances that are precursors of haze . 

Shannon and Wesely described a network of ten s i l icon-cel l pyranometers 

that has been established in the MAP3S region and southern Ontario, in order 

to study quantitatively the spatial and temporal patterns of increased turbidity 

and to estimate the resulting changes in the amounts of solar radiation a b 

sorbed and scattered in the atmosphere and at the surface of the earth. 

Both diffuse and direct solar irradiances are measured by the silicon 

photocell apparatus as described elsewhere (Wesely, 1975). Because of the 

obvious difficulty in interpreting diffuse radiation measurements under skies 

with clouds, the direct-beam attenuation is being used as the measure of 

turbidity. However, the silicon photocell does not have an even spectral 

response to solar radiation. This report will relate the measurements of 

direct-beam attenuation by use of the silicon photocell to measurements made 

* 
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with wide-band pyranometers. Also, the potential for using satel l i te photo

graphs of haze will be discussed briefly. 

Usability of the Turbidity Measurements 

The silicon photocell was chosen because of its low cost and ease of 

operation in the present assembly. As was expected, however, analysis of 

the strip charts is tedious and time-consuming, which results in a significant 

delay in the interpretation of data . Also, the strip-chart recorders have not 

performed flawlessly, about 75 percent of the observations attempted during 

the summer of 1977 are usable . 

The reduction in direct-beam radiation due to haze can be found by 

reference to the levels of radiation found during cloudless days with very 

lit t le haze . At Argonne, extremely clean skies occur perhaps 2—4 times each 

summer. The values of c lean-sky direct-beam irradiance I^ measured with 

both the s i l icon-cel l pyranometer and an Eppley black-and-white pyranometer 

have been obtained (Wesely, 1975; Wesely and Lipschutz, 1976). The optical 

depth (extinction coefficient) T due to the incremental extinction of solar 
a 

radiation by aerosols in hazy situations can be calculated according to the 
equation 

I = In exp i-mr ) , (1) 
u a 

where I is the value measured under cloudless hazy skies and m is the optical 

air mass based on the solar zenith angle 6. Both I and I are specific to 

certain values of 9. Figure 1 shows the comparison of extinction coefficients 

measured with the two solar sensor s . It appears that , despite the uneven 

spectral response of the silicon photocell , the two extinction coefficients are 

approximately equal for T < 0.4 when 6 < 55°, for T < 0.3 when 6 = 65°, 
a a 

and for T < 0.2 when 6 - 75° . These limits all correspond to values of mr 
a a 

of 0.7 or l e s s . One possible explanation for this near equality is that the 

amount of light scattered and absorbed on a single pass through a moderate 

amount of haze does not vary appreciably with the wavelength of l ight. With 

larger values of mr , the fraction of blue light lost is greater than that of red 
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light (the sun appears red near sunset) , causing overestimates of T with the 

silicon ce l l . 

To a s s e s s the effects of haze on solar radiation received at the surface 

of the earth and on the effective albedo of the atmosphere-earth system, dif

fuse radiation must be considered. As shown in Table 1, si l icon-photocell 

values of diffuse irradiance D under very clean cloudless skies are consider

ably less than those derived by use of an Eppley pyranometer. This indicates 

that blue light from the sky is poorly detected with the silicon ce l l . It should 

be kept in mind that the total irradiance (D + I) for the two devices should be 

about the same value for clean cloudless conditions and small zenith angles , 

because this is the method used to calibrate the silicon photocell . 

Figure 2 shows the relationship between D and I obtained under cloud

less skies during the summers of 1976 and 1977 at Argonne. The straight l ines 

represent a leas t -squares fit with intercept b and slope aD/9l given in Table 1. 

The slopes of the two lines for each value of 6 are almost the same, again 

suggesting that scattering from the direct beam to form diffuse irradiation takes 

place rather evenly over all wavelengths of solar radiation. 

Table 1. Comparison of the silicon photocell with the Eppley black-and-white 
pyranometer. The slope 9D/aI and the intercept b result from a linear regres 
sion ana lys is . Irradiances are given in watts per square meter. 

e 

3 7 . 5 ° 
45° 
55° 
65° 
75° 

°0 

77 
70 
65 
54 
43 

^0 

707 
621 
487 
331 
170 

Eppley 

aD/9I 

- 0 . 6 8 
- 0 . 6 2 
- 0 . 5 9 
- 0 . 5 7 
- 0 . 4 9 

b 

552 
457 
352 
243 
127 

°0 

51 
47 
45 
41 
35 

Si l icon c e l l 

'o 

728 
636 
487 
331 
167 

8D/9I 

- 0 . 6 4 
- 0 . 6 2 
- 0 . 6 3 
- 0 . 6 2 
- 0 . 5 6 

b 

513 
444 
352 
243 
132 

For cloudless sk ies , the information given in Table 1, plus the assump

tion that values of T derived by use of the two types of sensors are identical , 
a 

allows computation of D and I as would be measured by a wide-band pyranometer. 
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FIG. 1.—Comparison of extinction coefficients obtained by identical t ech
niques applied to simultaneous measurements from si l icon-cel l and Eppley 
black-and-white pyranometers. Averages of many points are shown when 
T < 0 .12 . 
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FIG. 2.—Diffuse versus direct-beam irradiances measured with two types of 
solar sensors simultaneously. 
(ANL Neg. 149-77-373) 
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Only I from the silicon photocell and the corresponding value of 6 need be 

known. The equations required are Eq. 1 and 

D - DQ + ( I - I Q ) aD/9l . (2) 

For mr greater than 0 . 7 , the value of T should be adjusted according to i n -
a a 

formation that can be derived from the data that contributed to Figure 1. 

Satellite Observations 

It has been shown that episodes of widespread atmospheric turbidity 

over the United States can be monitored by satel l i te observations with the 

detection of visible radiation (e .g . , Lyons and Husar, 1976). Thus, it may be 

possible to use such observations in conjunction with the MAP3S turbidity 

network. Simultaneous observations by satel l i te would improve the spatial 

resolution and total coverage of haze monitoring. The major problem associated 

with the detection of haze from satell i te photographs ar ises from the fact that 

reflections from the surface tend to obscure small changes in scattering caused 

by varying aerosol concentrations. Over most land surfaces, changes in 

atmospheric aerosol content must be as large as a factor of three greater than 

the normal background level (corresponding to T > 0.25) to be detected (L. 
a 

Stowe, personal communication). Thus, techniques of analyzing satel l i te 

imagery primarily allow qualitative but not quantitative analysis of particulate 

concentrations over land . Over water, the surface albedo is significantly 

lower than over most land surfaces, allowing easier detection of haze relative 

to the dark surface. In this ca se , work can be more quantitative. 

Ideally, early morning satell i te pictures would be used in the analysis 

since 1) fair-weather cumulus clouds typically do not form until late moming 

and 2) haze and smog are most clearly seen when the sun is low on the horizon 

and the resulting scattering is maximized (Parmenter, 1977). Such pictures 

with 1.6 km resolution from a SMS/GOES (Synchronous Meteorological Sate l 

li te/Geostationary Operational Environmental Satellite) spacecraft are 
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available on a daily b a s i s . A disadvantage of utilizing this satel l i te i s that 

the angle at which the picture is taken varies from day to day—a situation 

which greatly complicates both the analysis and the comparison of photographs 

from two or more days . Using photographs from the Landsat (Land Satellite) 

series helps overcome some of these problems since the horizontal resolution 

is 0. 2 km and the camera is pointing straight down for all of the photographs. 

The major drawback of Landsat is i ts infrequent rate of passage over the United 

States , once every nine days . Nevertheless , attempts will be made to use 

imagery from SMS/GOES and Landsat (if available) , through correlations of 

derived information with data from the MAP3S network during especially turbid 

s i tuat ions . 

Conclusions 

The silicon photocell used as a pyranometer provides quantitative 

est imates of atmospheric turbidity due to haze in the MAP3S region. Measure

ments of direct-beam irradiance extracted from strip-chart recordings lead 

directly to estimates of the aerosol optical depth. The consistent linearity 

of the relationship between D and I for various amounts of particulate loading 

suggests that aerosol character is t ics , such as the shape of the particle size 

spectrum and the refractive index of airborne par t ic les , remain fairly constant 

from episode to episode. Since D and I can both be related explicitly to the 

extinction coefficient, it should be a direct measure of the total particulate 

matter suspended in the lower troposphere. The turbidity data can be combined 

with other, l ess quantitative information, such as that obtained from satel l i te 

imagery or surface visibil i ty observations, in order to increase coverage in 

the MAP3S region. 
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POSSIBILITIES FOR USING THE ARGONNE ACOUSTIC SOUNDERS IN A PHASED 
ARRAY 

R. L. Coulter 

The concentration and transport of pollutants in the lowest portion of 

the atmosphere is strongly affected by the height of the surface-based mixed 

layer, for it is within this layer that most of the pollutants are trapped. Many 

researchers have demonstrated the ability of acoustic sounders to monitor this 

height (Beran and Hall, 1973; Wycoff et a l . , 1973). Several experiments con

ducted by this Section (Miller, 1975; Miller, 1976; Shaw, 1974) have utilized 

sodar (sound detection and ranging, the presently accepted acronym) in moni

toring the height of the inversion that caps the mixed layer. The height of the 

mixed layer in autumn, winter, and spring has not often exceeded one ki lo

meter at Argonne (see Coulter, 1977). During previous experiments in mid

summer, however, mixing layer heights often exceeded the range (approximately 

1 km) of the sodars used. Obviously i t is desirable to increase the effective 

probing of the Argonne sodars in order to obtain continuous estimates of this 

parameter. 

At present the Atmospheric Physics Section has two identical operational 

sodars (Aerovironment model 300), each of which is mobile to some degree. 

One of these sodars runs continuously at the Argonne meteorology field s i t e , 

while the second is deployed in various field projects whenever desired. Thus 

the potential exis ts for the two to be operated simultaneously when both are at 

Argonne, which may significantly increase the range and information content 

of the returned s igna ls . The possibi l i t ies and problems for this type of opera

tion are discussed in this report. 

Interference Patterns 

Whenever transmitters of radiation are placed close to one another, the 

radiation emitted by each interferes with the other, producing maxima and 

minima in the amplitude of the resultant radiation pattern. The present case 

considers two identical point transmitters separated by a distance d, t r ans -
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mitting acoustic energy at wavelength X, with no phase differences between 

them. The resultant amplitude at some distant point in the far field (where the 

signal amplitude decreases linearly with dis tance, approximately 20 times the 

diameter of the source for this case) is given by 

A^ = A, ( l + c o s [2^(d/X)s in(e)]} , (D 
R 1 

where A = amplitude of a single transmitter 

e = angle between a perpendicular bisector of the line between t r ans 

mitters and the line to the point from the midpoint between t r ans 

mitters . 

Clearly the effective amplitude for 6=0 is doubled, and the power increased by 

a factor of four. Equation 1 describes an interference pat tem, which has the 

effect of redistributing the energy in space, with the maxima for 9 = arc sin 

(n/2)(X/d) and minima (received p o w e r - 0) for 9 = arc sin (2n - 1) (X/4d). We see 

that both position and width of the maxima are also critically related to the 

ratio of separation distance to wavelength; the smaller the values of (d/X), 

the wider the peak and larger the separation in space of success ive maxima. 

However, a tme point source is never actually achieved, particularly 

in the case of sodar. The sources in the present system are parabolic d ishes , 

1.31 meters in diameter, which are surrounded by enclosures that increase the 

effective width to about 1.5 m. The use of a parabolic dish creates a beam 

pattem for each individual transmitter that is an axially symmetric interference 

pattem in its own right and decreases in intensity with deviation from the 

pointing angle of the antenna. For most cases only the main, or center, lobe 

need be considered, for the secondary lobes are usually reduced in intensity 

by about 20 db. The intention here is to consider using two of these antennae 

side by side with little or no modification, thus limiting the practical values of 

d/X. 

Effective Power 

Mathematically the power received at any instant in a monostatic sodar 

system can be written (Thomson and Coulter, 1974) 
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P(r) = P^A^i r ^exp(-2 6r)p , (2) 

where A is the effective receiving area of the receiver, S. i s the length of the 

scattering volume, r i s the distance to the scattering, 5 i s the attenuating c o 

efficient, and p is the scattering cross sect ion. The coefficient P is the 

effective integrated power input into the atmosphere within the solid angle d e 

fined by the halfwidth of the antenna beam. An axially symmetric beam is a s 

sumed so that the solid angle associated with the halfwidth is defined by an 

angle a in a plane including the beam ax i s . That i s , it is assumed that most 

of the detected backscattered signals occur within a of the axis of the antenna 

because the incident power (and sensit ivity of the receiver) i s concentrated in 

this region. Equation 2 shows that there is a one-to-one correspondence b e 

tween P and P(r) for a certain system. In changing from a s ingle- to two-

element array, it is P which changes, leading directly to changes in P(r). The 

power incident at a given point in space can be expressed as 

dP = I { 1 + cos [2TT (d/X) sin(x/r]}^ f (a) dA , (3) 

where I i s the power per unit area or energy flux per second along the beam axis 

with no attenuation, x i s the distance from the axis of the beam along the 

direction of the line between the two antennae, and a i s the angle from the 

axis to the point in question (see Figure l a ) . Now it can be seen that the energy 

at a given location is the result of the product of the interference pattem (a 

one-dimensional function) and the beam pat tem (f(x,y)) of an individual antenna. 

For the case of the Argonne system, f(x,y) is not yet known. However, 

approximations can be used with reasonable accuracy (Coulter, 1976; Kristenson, 

1977), namely 

f^(a) = exp [-ln(2)aVaQ] , or (4a) 

i^{.a) = sin^(ka)/kaQ)^ , (4b) 

with f being more rea l i s t i c . Assuming a value for the halfwidth angle (a ) 

allows determination of k (since fr,(ap,) = 1/2). Figures lb and Ic i l lustrate 
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FIG. la .—Descr ip t ion of co 
ordinate system and position 
of antennae (TI and T2) for 
the phased array under 
d iscuss ion. 

FIG. lb .—Sketch of interfer
ence pattern for two-element 
array of point sources . 

FIG. I c . Sketch of beam 
pat tem for single paraboloid 
antenna. 
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the interference pat tem and beam pattem dependences upon x and y . Equation 

3 can be written (using f , a Guassian weighting) 

d PQ (r, x) = I{1 + cos [2TT (d/X) sin (x/r)] f exp [-ln(2) (x^ + y^)/(r^a^)] dxdy . 

(5) 

This can be written in the integral form 

2 ^^"^("^ 2 2 9 
P = I r / {l + cos[2TT(d/X) sin(u)]} exp[- ln(2)u / a ^ J 

T 
2 , 2, / exp[ - ln(2)v / a ] dudv , (6) 

0 

2 2 -
where x/r = u and y / r = v and T = (sin (a ) - u )^ . 

Results and Conclusions 

Integration of Eq. 6 can be done numerically with ea se , for the second 

portion, erf(T) is well known and available from tabulations. The results of 

such an integration are shown in Figure 2. The integration was actually carried 

out to twice the halfwidth, for experience has shown the necess i ty for including 

contributions beyond the halfwidth (Thomson et a l . , 1978). Inasmuch as the 

value of a for the Argonne system is not yet precisely known, various likely 

values are assumed, yielding the different curves. Equivalently, the curves 

could correspond to using different frequencies, for beamwidth should be pro

portional to the wavelength, and thus higher frequencies should yield smaller 

beamwidths. Each integration is normalized by the value for P with no second 

transmitter or interference pattern (that i s . Equation 6 without the (1 + cos (ax)) 

term). Thus, the maximum possible value is four and the minimum value some

thing greater than one because d/X is assumed to be an integer for each case 

(an integer ensures the interference pattem to be a maximum in the center where 

the power per unit area is greatest) . Figure 3 , in which f „ is used rather than 

f,, shows similar va lues . 
1 

All the curves i l lustrate the maximum gain in efficiency for small values 

of d/X. It i s at these values that the interference pat tem has a wide principal 
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lobe, which eventually becomes wider than the principal lobe of the single 

transmitter. At larger values of d/X the solution approaches a limit of 1. 5 

about which it oscil lates as changes in d/X change the number of maxima 

that "fit" within the limits of integration. 

Apparently an improvement of 50% is easi ly achieved by using a two-

element array. However, larger increases would be more difficult, for the 

antennae as they now exist cannot be placed much less than eight wavelengths 

apart. For this value of separation, one gets significant improvement over 1.5 

only for a equal to 4° or l e s s . Best estimates for this system are that a is 

approximately 5° , which precludes much gain over 50% unless the separation 

can be reduced significantly. Experimental efforts will be directed towards 

determination of a appropriate to the Aerovironment sys tems. 

This approach has assumed that the phased array is used for 

transmitting only, i . e . , a single antenna is then used for receiving the back-

scattered s ignals . If it is possible to use both receivers simultaneously, the 
2 

gain in signal level would then be about (1.5) over the present single system. 

Whether or not this can, in fact, be achieved must be determined by experiment. 

The type of approach outlined in this report can be used to consider a 

large phased array (e .g . , 16-81 elements placed on the order of one to two 

130 



wavelengths apart), which yields considerably enhanced power output, but 

into a much smaller solid angle . While this achieves better horizontal resolu

tion, the actual received power is dependent upon the area "illuminated" as 

well , and it is the integral of the product which is important. 

The feasibility of a small phased array that can be quickly dismantled 

into two separate sodar systems will be tested in the coming year. If theory 

is correct, there should be a noticeable increase in received signal strength. 

Detection of planetary boundary-layer heights considerably beyond the present 

800-900 meter capability will then be routinely poss ib le . 
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AN EXPERIMENTAL DETERMINATION OF PROBE-LENGTH REQUIREMENTS FOR 
STUDY OF WAKES BEHIND CYLINDERS* 

+ 4- + t 
C M. Sheih, ' J. J. Finnegan, + E. F. Bradley,"^ and P. J. Mulheam 

Introduction 

Turbulent wakes behind circular cylinders have attracted much special 

attention in experimental studies of turbulent shear flows (e .g . , Townsend, 

1947, 1949a, and 1949b; Palmer and Keffer, 1972). In these s tudies , the hot

wire lengths used in the measurements are about the same size as the cylinder 

diameters. Since the magnitude of the turbulent energy near each cylinder 

probably peaks at a scale near the diameter of the cylinder, the use of such 

large wire lengths may have attenuated the turbulence s ignals . 

Attenuation of turbulence signals by a hot-wire sensor in unobstructed 

uniform flow has been studied by many investigators. Uberoi and Kovasznay 

(1953), using formulations which they derived for the l ine-averaged, one-

dimensional spectmm of the streamwise velocity component obtained from a 

single hot wire , calculated signal attenuations under conditions of isotropic 

turbulence with the wire length much larger than the sca les of energy-containing 

eddies . Wyngaard (1968) extended this work by using numerical integrations 

and by substituting Pao's formula for the spectmm of total turbulent energy into 

one of the relations derived by Uberoi and Kovasznay. Roberts (1973) extended 

the work further by developing a method that does not require the assumption 

of a particular form for the three-dimensional energy spectmm. In the latter 

method, correction of the spatial attenuation of the measured spectrum (atten

uation due to spatial averaging) can be calculated by a simple i terative scheme 

solving the integral equation relating the measured spectrum to the true spectrum 

of turbulence. 

* 
The experiment was conducted during the period of Sheih's vis i t ,as a Pye 
Research Fellow, to CSIRO. 

Radiological and Environmental Research Division, Argonne National Laboratory. 

Environmental Mechanics Division, CSIRO, Australia. 
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Unfortunately, the above schemes developed for uniform flow conditions 

cannot be applied to highly nonuniform turbulent wakes behind cylinders. There

fore, an experimental method which determines changes in measured turbulence 

intensity as a function of the ratio of hot-wire length to cylinder diameter will 

be used to invest igate the error involved in the attenuation of measured turbu

lence signals by the spatial averaging of a hot wire. 

Description of the Experiment 

The experiment was conducted in the Pye Laboratory of CSIRO Environ

mental Mechanics Division, Australia. A detailed description of the tunnel 

was given by Wooding (1968). The constant-temperature hot-wire anemometer 

used in the present study was designed and constructed by Sheih and Lipschutz 

(1974). The hot wires were 3 jini-diameter tungsten, and their lengths were 

chosen according to the length scale of the energy-containing eddies in a 

turbulent wake. Specifically, if we define the length scale of the wake as 

the lateral dis tance from the centerline of the wake to a point where the turbu

lent energy is reduced to 50% of i ts maximum value, the wake-length scale 

estimated from Townsend (1976) is 

L= 0.6 [ ( x - x )d]2 f o r x > x , (1) 

where x is the downstream distance from the cylinder, x is 25 d, and d is the 

diameter of the cylinder. Since measurements were made at 34 diameters from the 

cylinders, a length scale of L = 1 . 8 d was used in selecting the range of hot

wire lengths in the experiment. The wire lengths were i = 0 . 1 , 0 . 2 , 2, and 4 

cm and the cylinder diameters were d = l and 2 cm. The free-stream wind 
-1 

velocit ies used in the studies were u -5 and 10 m s 
00 

For each combination of wire length, cylinder diameter and mean wind 

velocity, measurements were taken behind a vertical cylinder by a single hot 

wire positioned at the center of the wake and success ively oriented horizontally 

across the wake (along y) , vertically (along z) and at a 45-degree angle in 

the x-z p lane . These three arrangements were chosen because they are the 

most common orientations used in measuring turbulence in a wake. 
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Results and Discussion 

To illustrate the effect of wire length on measured turbulence in tens i t i e s , 

nondimensionalized mean squares of measured turbulence as functions of the 

nondimensionalized hot-wire length are shown in Figure 1 for the horizontally 

oriented wires. The variable u' represents velocity fluctuations measured 
y / -*-

with a wire length I oriented along y, and S. is the smallest wire length used 

in the experiment. The data for various combinations of mean wind velocity 

and cylinder diameter converge fairly well to a single curve and indicate that 

the scaling parameters are well chosen. If the curve were extended to in ter

sect with the vertical axis (i = 0), the vertical coordinate at the point of inter

section would correspond to the unattenuated value of the normalized turbulent 

s ignal . This extrapolation indicates that the turbulent energy measured by the 

smallest wire in the present study was only a few percent smaller than the un

attenuated signal. Hence, the smallest wire can be used to estimate the un

attenuated signal for scaling the measured s ignals , with only small errors 

resulting. Figure 1 also shows .that when the wire length is equal to the scale 

of the wake, i . e . , when the absc issa is equal to unity, the measured mean 

square turbulence is only 38% of the true turbulent energy. Since a single 

curve fits all data reasonably well , the results can be used to estimate the 

spatial attenuation of the hot wires used by other invest igators . For one of 

the experiments by Townsend (1947), the parameters used were i = 1 mm, 

d=1 .12 mm, and x=19 d. The corresponding value for i / L is 0.18 and the 

measured turbulent energy estimated from Figure 1 is about 85% of the unat

tenuated value. Further, it appears that the conclusions obtained earlier for 

Figure 1 are equally applicable to the other wire orientations; the corresponding 

nondimensionalized curves, which are not il lustrated here, are almost exactly 

the same as that shown in Figure 1. 

Spatial attenuation of the mean wind velocity by the wire is not impor

tant for most types of experiments and has not attracted much attention in the 

pas t . However, neglection of the velocity defect might not be valid in wake 

studies because the mean velocity is not uniform across the wake, and one 

will not be able to obtain a local mean velocity if the wire length is too long. 
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To investigate the behavior of the measured local mean wind velocity (u) as 

a function of wire length, mean velocities were measured for various wire 

lengths for wires mounted horizontally and vertically. The results are plotted 

in Figure 2. The vertical coordinate of the figure is the normalized deviation 

of the local mean wind velocity from the free-stream velocity. This form of 

"velocity-deficit factor" is adopted because it is a conventional method for 

presenting profiles for mean wind velocit ies in a wake. For a horizontally 

mounted wire, the velocity-deficit factor is reduced from 0.19 to 0.14 as the 

ratio of the wire length to the wake length scale Increases from 0.3 to 2 . 2 . 

For the vertically mounted wire the mean velocity should be uniform and indeed 

the measured values for the velocity-deficit factor do not appear to depend 

upon the wire length. The slight deviation of the data from a constant value 

may be caused by experimental errors, such as inability to place the hot wire 

repeatedly at exactly the same location in the wake; this has a greater effect 

on the measurements with a vertically mounted wire than with a horizontally 

mounted wire. 

It should be noted that the present analysis is not valid for measure

ments taken at distances in the neighborhood of, or smaller than, x (25 

cylinder diameters) because the scale for the similarity theory expressed by 

Eq. 1 will no longer be valid. Intuitively, one might expect that the character

is t ic length scale of turbulent fluctuations in the wake is dominated by the 

cylindrical diameter. It is likely that near x = x - , the larger of d or L=0 .6 
l 0 

[ ( x - x )d]^ is the dominating length sca l e . It can be shown by solving for d 

when d = L that the length scale d dominates when x < 28 d. In the absence of 

experimental data for this region, one can only state that the wire length has 

to be much smaller than the cylinder diameter in order to minimize the spatial 

attenuation of the measured turbulence s ignals . 
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ADDITIONAL MEASUREMENTS OF THE KOLMOGOROV-VON KARMAN PRODUCT 
OBTAINED IN ITCE-76* 

P. Frenzen and R. L. Hart 

In an "add-on" experiment conducted during the International Turbu

lence Comparison Experiment held in Australia late in 1976 ("ITCE-76"; a lso 

see Hicks et a l . , 1976), additional measurements were obtained of mean and 

turbulent wind distributions in conditions sufficiently steady to evaluate the 

relation between the Kolmogorov and von Karman constants . Previous experi

mental results as well as the significance of the implicit relation between 

these two important boundary-layer scale factors are discussed elsewhere 

(Frenzen, 1973, 1977). It can be added that , since the so-cal led K-von K 

product which the Kolmogorov-von Karman relation defines can be evaluated with 

little more than ordinary micrometeorological measurements, the resul ts ob

tained provide convincing independent checks on values of the individual 

constants determined by more complex experimental procedures. 

In the present study, an analysis of data collected during ITCE-76 has 

been combined with a similar analysis of measurements made in Australia in 

1968 to show that the K-von K product value determined from the resul ts of the 

earlier experiment alone is evidently incorrect. The error was caused by a 

failure to take full account of the limitations upon the normalized spectral 

frequency range imposed by the high wind speeds of the first field experiment. 

A supplementary analysis designed to demonstrate the dynamic response of the 

low-inertia anemometers used in the experiments did suggest that this might 

have been the cause: an upward revision of the apparent K-von K product from 

a value of 0.140 to 0.157 was indicated by spectra recomputed to extend into 

higher frequencies (Frenzen, 1974). But in that note, this alternative conclu

sion was discounted on the grounds that the higher frequency variance density 

estimates involved came from spectral regions beyond one-half the Nyquist 

frequency, and were therefore s tat is t ical ly l ess rel iable. Additional turbulence 

k 

Summary of a paper to be submitted to Boundary-Layer Meteorology. 
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spect ra computed from the 1976 measurements are now found to show similar 

behavior; the - 5 / 3 slopes required to evaluate a stable estimate of the product 

do not become fully establ ished until normalized frequencies exceed 2 rather 

than 1, the latter being the value assumed in the first ana lys i s . Figure 1 shows 

that the data se ts from the two field experiments support one another in that 

they tend to converge upon a constant value of the K-von K product in spectral 

regions above nz /u ~ 2. 

Turbulence spectra for this study have been computed from wind records 

sampled at intervals of dt = 0.1 s , thus defining a maximum natural spectral 

frequency of n = 1/(2 dt) = 5 Hz. Since wind speeds during the 1968 experi

ment approached u =̂  12 m s~l , the maximum normalized spectral frequencies 

v/ere limited to n z /u s 0.4 z . It follows that wel l-establ ished -5 /3 slopes 
m 

could not have been detected below z ~ 5 m. In contrast, the winds in 1976 

-1 

averaged only 6 m s , and therefore normalized spectral ranges were effec

tively doubled at all heights . For these one-dimensional spectral computations 

utilizing cup-anemometer wind measurements, all velocit ies were again cor

rected for contamination by transverse fluctuations, and the modified Taylor 

hypothesis taking account of the advective effects of larger scale velocity 

fluctuations was employed. These corrections are described in detail in the 
earlier reports previously cited. 

4/3 
To provide the data for the plot of a k v s . n in Figure 1, individual 

est imates of the K-von K product were computed from each spectral density 

estimate using a modified form of the Kolmogorov-von Karman relation. Re

writing the equation for the one-dimensional spectrum in the inertial subrange, 

we define the function 

cl,^(n)-n^^^ . E(n) = a ^ ( e u ) 2 / 3 , (1) 

- 5 / 3 
which evidently becomes a constant when E(n) oc n . I n the usual notation 

n here represents the natural frequency in Hz, E(n) i s the variance density of 

the longitudinal velocity per unit frequency, a i s the Kolmogorov constant for 

the one-dimensional turbulence spectrum, e is the rate of turbulence d i s s ipa 

t ion, and u is the mean wind speed. By combining the above with the wind 
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FIG. 1.—Spectral distribution of K-von K product estimates (a k ) v s . the 
normalized frequency of the variance density estimate on which each was 
based. 

profile and turbulent energy budget relations in the manner detailed in previous 

reports (Frenzen, 1973), a spectral distribution of estimates of the K-von K 

product itself is obtained: 

"jk^^^ = **(n) • (2TTZ/U)^^^ . (In z ^ / z ^ ) V ( u 2 - u ^ ) ^ . (2) 

,2/3 
Here k represents the von Karman constant, and the numerical factor (2TT)' 

has been included in order to retain the conceptual convenience of natural 

frequency (Hz) in a relation designed to develop the more familiar magnitude 

of a « 0.5 appropriate to spectra expressed in terms of angular frequency. 

Distributions defined by Eq. 2 are plotted in Figure 1 using the data of 
4/3 both experiments. As expected, values of a k increase with increasing n, 

quasi-asymptotically, up to a constant magnitude presumably uniquely defined 

by the correct values of the two scale factors. But as noted earlier (and counter 

to previous assumptions), that constant value is not attained until n > 2 u / z . 
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4/3 _ 

The average of all est imates of a k obtained for n> 2 u /z is 0 . 1 7 1 . 

Taking k = 0.41 as the more certain of the individual scale factor values ( e . g . , 

see Hicks , 1976, or Garratt , 1977), this collective result implies a = 0 . 5 6 . 
4/3 

From another point of view, only one of the five a k distributions shown 

provides enough data above nz /u ~ 2.0 for a meaningful selection to be made; 

this will be seen to be the set based on measurements made at z= 5 m in 1976. 

Since half the normalized Nyquist frequency for this case is 2 . 0 , the inclusion 

of product estimates corresponding to somewhat higher spectral frequencies can 

not be avoided; but a fairly flat region seen to extend from 1.9 < n z / u < 2.5 

can be taken to provide the most reliable subset of the data from the two 
3/4 experiments. Averaging the five estimates of a k within this region gives 

4/3 
(a^k > = 1/5(0.173 + 0.167 + 0.162 + 0.165 + 0.168) = 0 . 1 6 7 ± 0 . 0 0 5 , 

where the range of uncertainty is taken to be full range of the values averaged. 

Again, fork = 0 . 4 1 , this implies a = 0. 55 ± 0 . 0 2 . 

For comparison, some recent values determined for these constants 

are l is ted in Table 1. 

Table 1. Some recent values determined for the Kolmogorov (a^) and von 
Karman (k) constants; * indicates the value k = 0.41 used in the present 
analysis to determine a^ . 

a. Reference 

(0.41*) 
0.41 ± 0.02 
0.41 ± 0.025 

0.55 ± 0.02 

0.50 ± 0.02 
0.54 ± 0.01 

Present results 
Hicks (1976) 
Garratt (1977) 
Champagne et a l . (1977) 
Williams and Paulson (1977) 
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A THREE-DIMENSIONAL NUMERICAL SIMULATION OF THE ATMOSPHERIC 
EFFECTS OF A COOLING POND 

Tetsuji Yamada 

Accurate evaluation of the inadvertent atmospheric effects of the r e 

lease of large amounts of heat and moisture from cooling ponds is a matter of 

great concern among meteorologists, environmentalists, and engineers. Nu

merical simulations provide a supplement or alternative to field data collection 

which can be laborious and difficult during winter, and form a basis for the 

prediction of effects. 

The main objectives of these numerical simulations are 1) to compute 

perturbations in wind, temperature, water vapor, and turbulence produced by 

surface inhomogeneities associated with a cooling pond and 2) to identify 

the critical factors in production of fog and clouds over a cooling pond. In 

order to accomplish these goals , five numerical simulations, two cases in 

autumn and three cases in winter, are conducted. The numerical simulations 

are compared with data from autumn field studies of heat exchange processes 

over a cooling pond at the Commonwealth Edison Dresden Station in northern 

Illinois (Hicks et a l . , 1977) and with visual observations of the effects of 

that cooling pond during a cold winter (Shannon and Everett, 1978). 

The mathematical formulations of the model and the numerical procedures 

involved are considered in detail in Yamada (1978a) and will not be discussed 

here . The model, which is based on second-moment turbulence equations and 

ensemble cloud relations (used to compute the mass of cloud water), has many 

desirable features in comparison with models employing eddy viscosi ty coef

ficients . The most significant improvement is the parameterization of turbu

lence . For example, buoyancy effects associa ted with thermal and water 

vapor stratification are properly considered. Furthermore, turbulence is a l 

lowed to have memory by retaining the tendency and advection terms in the 

turbulence-energy equation. 
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Boundary Conditions 

Table 1 summarizes the boundary conditions for the five case s tud ies . 

Boundary conditions for Case 1 and Case 2 are constmcted from the surface 

measurements given by Hicks et a l . (1977) for 12 and 22 September, 1975. 

The relative humidity of the ambient air is estimated from observations at 

Midway Airport on those days. The boundary conditions for Case 3 are deter

mined from typical values observed during the period December 1976 to Febmary 

1977, when most of the easily visible plumes and clouds were noted. Water 

temperature recorded at the tower near the pond center and wind speeds roughly 

estimated near the pond by a hand-held anemometer are used, but relative 

humidities are estimated from observations at Argonne, since relative humidities 

measured at the cooling pond are considered unreliable because of calibration 

drift and icing on the instrument shel ters . Finally, Cases 4 and 5 are added 

in order to illustrate the sensitivity of the results to the boundary conditions. 

For Case 4 the relative humidity is reduced to 50% from 90% in Case 3, and 

for Case 5 the geostrophic wind speed is reduced by a factor of 4 from the 

value in Case 3 . 

Table 1. Summary of the boundary conditions used in the simulations. The 
geostrophic wind components Ug and Vg are in x and y directions, respectively. 
The surface temperatures Ti and T2 are for the land and the cooling pond, 
respectively. The relative humidity RH is for the air at the inflow boundary. 

Ug = Vg (m s-l) 

T^, °C 

h' °̂  
RH, % 

1 

5.6 

15 

28 

60 

2 

2.2 

15 

28 

60 

Case 

3 

4.0 

-10 

20 

90 

4 

4.0 

-10 

20 

50 

5 

1.0 

-10 

20 

90 
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Results and Discussions 

Cases 1 and 2 

A comparison of model computations with observations of sensible and 

latent heat fluxes is given in Table 2. The observed values are the arithmetic 

means of all observations between 1200 and 1600 CST. The computed values 

are for the center of the model pond. 

Table 2. Computed and observed surface sensible and latent heat fluxes for 
Case 1 (12 September 1975) and Case 2 (22 September 1975). 

Computed Observed 

-2 -2 -2 -2 
Case H, Wm LE, W m H, Wm LE, Wm 

1 173 692 260 597 
2 106 436 119 415 

The computed differences between Case 1 and Case 2 are due to the 

fact that the geostrophic wind in Case 1 is approximately 2.5 times greater 

than that in Case 2. The corresponding ratios of the computed sensible and 

latent heat fluxes in Case 1 to those in Case 2 are both approximately 1.6. 

The ratios of the observed surface wind speed, sensible heat flux, and latent 

heat flux in Case 1 to those in Case 2 are 2 . 6 , 2 . 2 , and 1.4, respectively. 

Case 3 

Figure 1 shows the computed horizontal wind field at 0.2 m above the 
-1 

surface (Yamada, 1978b). Wind speed increases from 1.4 m s at the inflow 
-1 

boundary to 3.8 m s over the cooling pond. This acceleration of wind speed 

is caused by the decrease of the roughness length from that over the land 
-2 -5 

( 3 x 1 0 m, assumed) to that over the water (5 x 10 m, typically) and by the 
temperature difference between the land and the pond. Horizontal convergence 

and divergence produce the vertical wind distribution shown in Figure 2. A 

maximum upward mo 

of the cooling pond. 

-1 
maximum upward motion of 3.5 cm s is produced over the downstream edge 
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FIG. 1.--Horizontal v/ind vectors 
at 0. 2 m above the surface. The 
cooling pond is outlined by dashed 
l ines . 
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FIG. 2.—Distribution of the vertical wind 
component in a vertical plane through the 
diagonal A-B shown in Figure 1. Units 
are in cm s" . The cooling pond is indi 
cated by hatching. 

Thermal plumes produced by the cooling pond may be reconstructed 

from temperature distributions in horizontal p lanes , such as shown for 0.2 m, 

9 m, and 139 m above the surface (Figure 3). As shown in Figure 3a, air 

temperature drops to -5' 'C only 20 cm above the warm water (20°C). A rapid 

decrease of air temperature over the cooling pond is verified by observations 

of heavy accumulations of ice on an instrument tower located near the center 

of the pond (Shannon and Everett, 1978). The maximum temperature is d i s 

placed downwind with height. Water-vapor plumes (not shown here) display 

features similar to those of the temperature plumes. Additional features are 

that maximum condensation occurs at the first grid level (0.2 m) above the 

cooling pond and the cloud penetrates to 180 m above the surface. 

Cases 4 and 5 

Sensitivity of the results is examined by varying the boundary condi

tions that were assumed in Case 3 . In the first mn . Case 4, the relative 

humidity at the inflow boundary is assumed to be 50%. As a resul t , no con

densation occurs, except a small amount over the cooling pond at the first 

grid level (0.2 m). Turbulence energy is slightly reduced from that in Case 3. 
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On the other hand, very little change is found in the distribution of the mean 

wind, temperature, and water vapor. In the second run. Case 5 , the geo 

strophic wind speed is assumed to be smaller by a factor of four than that of 

Case 3 . The most significant difference resulting from the geostrophic wind 

reduction is found in the vertical wind speed distribution, as might be expected, 
-1 -1 

The maximum upward motion is 9.3 cm s , compared to 3.5 cm s in Case 3 . 
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OPTIMIZATION VIA NONLINEAR PROGRAMMING OF A DISCRIMINANT FUNCTION 
FOR COOUNG-POND FOG CONDITIONS 

J. D. Shannon 

During the winter of 1976-1977 a study of cooling-pond fog was con

ducted at Dresden (Everett and Zerbe, 1976). The immediate purpose of the 

study was to characterize fog frequency and intensity; the long-term goal is to 

develop improved methods for the prediction of cooling-pond fog. The original 

experimental plan included three instrument shel ters , containing hygrothermo-

graphs, placed on the dike around the warmest pond, and a commercial ins t ru

ment package (Cllmatronics Corp. , model EWS) on a tower platform in the 

middle of the pond. However, rime icing on the shelters and the tower led to 

many of the data being of doubtful quality at bes t . Measurements of water 

temperature below the tower were of acceptable accuracy, although there were 

periods of no data when extended sieges of bad weather prevented servicing. 

A local resident made observations of the fog conditions twice daily. There 

were five categories of fog conditions (no fog, slight fog, fog, fog becoming 

s t ra tus , and s t ra tus) . Some misunderstandings about the categories , however, 

led to the fog conditions being reclassified in this study as no fog (no fog or 

slight fog) and fog (fog, fog becoming s t ra tus , and s t ra tus) . Atmospheric 

variables measured at Argonne, along with the water temperature, were used 

in various combinations as predictors of the fog-no fog condition in a discrim

inant function optimized via nonlinear programming. 

A technique described by Meisel (1972) was chosen. The method in 

volves adjusting a surface of separation between categories in order to mini

mize the amount by which misclassifications are incorrect, instead of simply to 

minimize misclass i f icat ions . The separation surface can be given a non-zero 

width and thus become a zone of separation. Briefly, the mathematical t ech

nique can be expressed as follows. 

For sample se ts Y. and Y of n-dimensional data, such as simultaneous 

observations of air temperature and humidity and water temperature, associated 

with two mutually exclusive and exhaustive categories , such as fog and no fog, 
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we wish to find a discriminant function or hyperplane w • x = 0 in n-dimensional 

sample space such that 

w • y > d for y eY , (la) 

and 

w • y < d for y eY , (lt>) 

where y is an augmented sample (x ,x , . . .x , 1), w= (^ ,w , . . -'^^'^^^•^^ > 

and d is a constant (the half-width of the "dead" zone). We will minimize the 

cost function C, defined as 

M / d —w • y. \ 
= - y f ^ . (2) M P , i \ llcoll / 3=1 

C = 

Set Y of samples in Y and negatives of samples in Y contains M members, 
J. u 

co'= (w^ ,w„, . . .w ) is an unaugmented n-dimensional weight vector, and 
1 2 n 

VZ) = j 
0 Z < 0 (3a) 

^̂ ^̂ ^ " ^ Z Z> 0 ' (3b) 

where subscript 1 indicates that other functions would be acceptable . 

Generally, a gradient technique is the most efficient way to minimize 

i+1 ( ^ "*" M̂  ^^^ '^i^ ^̂  ^ -y . < d (4a) 

' w if w • y. > d (4b) 

where 

T^/ \ y (w • y - d ) c j * , , 

D(w,y) = -^'— — -̂  '^ ' , (5) 

CO* is the (n + 1)-dimensional vector: co* = (w ,w , . . .w ,0), and e. i s a constant 
^ ^ i l X 

(usually near zero). 

When the technique is applied to the cooling-pond fog problem, the 

elements making up the observation vectors must be determined. It seems 

evident that water surface temperature (T ) , ambient air temperature (T ) , 

and ambient relative humidity (RH) are important, but the particular form of 

the data might vary. For instance, (x , x , x ) might be (T ,T , RH), or 
1 2 3 s a 
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(T ,T -T ,eg — RH*es ) , where e i s the saturation vapor pressure for T 
s s a s a s s 

or T and thus x is a vapor pressure deficit (VPD) . Physical arguments 
a o 

indicate that fog should be more frequent with high T , low T , and high RH, 
s a 

but correlations between the variables may mask the individual effects. For 

ins tance , fog is much more common in winter, when T is relatively low, than 

in summer, when T is high, because of corresponding changes in T and RH. 
s a 

The form of the observation vectors used in the resuls shown here is (x ,x ,x ) 
(T - T , T ,VPD). Admittedly, T , the water temperature measured by the sub-

s a a s 

merged probe, is somewhat warmer than the temperature of the surface skin; 

a more rigorous treatment of the problem would require some systematic cor

rection . 

When sorting the data vectors into two groups, such that a discriminant 

function developed from half of the total data set can be tested with the other 

half, it is important to avoid the introduction of a temporal b i a s . Selecting 

every other pdnt would put moming observations in one group and afternoon 

observations in the other. Therefore, the data vectors are sorted by every 

other pair (in effect every other day). 

Table 1 shows the discriminant functions developed from data group A, 

data group B, and the entire data group (A + B), and their effectiveness in c a t e 

gory classif icat ion. A positive value of the discriminant function indicates a 

category prediction of no fog, while a negative value indicates a prediction of 

fog. Misclassif icat ions are totaled for both the dependent data group and the 

entire data group. The dead zone has a width of 0. 01 for the dependent data 

groups (with which the functions were optimized), but has a zero width for the 

entire data group, since the functions are being tested and not optimized. 

Table 1. Discriminant Functions for Fog Prediction 

Data Discriminant function Dependent data Total data 
group No. o b s . No. errors No. o b s . No. errors 

A -0.0102X + 0.0128X + 0.0174x + 0.1470 

B -0.0093X -I- 0.0090X + 0.0292x + 0.0695 

A + B -O.OOSOx + 0.0073X + 0.0285x + 0.0625 

86 

36 

172 

4 

12 

16 

172 

172 

172 

14 

12 

13 
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Additional data will be collected in a more reliable manner during 1978. 

The results will be used to compare purely s tat is t ical methods of fog prediction 

(such as shown above) to a method involving physical concepts (Hicks, 1977). 

The goal is to eventually develop a model to predict cooling-pond fog frequency 

and intensity, before constmction, based upon area climatology and pond d e 

sign. 
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THE USE OF THE TOTAL TOTALS INDEX AS AN AID TO FORECASTING SEVERE 
V̂ TEATHER IN NORTHERN ILLINOIS 

Douglas L. Sisterson 

Introduction 

On 13 June 1976, a tornado killed two residents and extensively damaged 

the town of Lemont, 10 km southwest of ANL. The same tornadic system passed 

through the Laboratory site later that afternoon and damaged several buildings, 

as well as surrounding wooded areas (Fujita, 1976). The dynamics of tornados 

and thunderstorms are fairly well understood, but specific locations and in

tensi t ies of storms are virtually unpredictable; although storm intensity and 

movement can be monitored by weather radar, echoes characterist ic of severe 

weather can be seen only after a storm has developed. A means of anticipating 

meteorological conditions conducive for the development of severe weather is 

necessary for early warning purposes. This note summarizes the results of a 

pilot study that tested a simple, objective stabili ty index for predicting the 

occurrence of severe weather. 

Data Acquisition 

The operational value of the Total Totals Index (TTI) (Miller et a l . , 

1965) as a predictor of severe weather within a 100 km radius of ANL was 

tested during the spring of 1977. The TTE was chosen because , of several 

such indices now in u se , it i s by far the simplest (Miller, 1975). It is defined 

a s : 

TTI^(T33Q-T3QQ) + ( T d g 5 Q - T 3 J , 

where T,,,.^ represents the 850 mb temperature, Td_^- is the 850 mb dew-point 
850 ooU 

temperature, and T „_ is the 500 mb temperature. The first term ( ^ O ^ Q - T ^ Q Q ) 

represents the s ta t ic instabil i ty of the atmosphere, essent ia l ly the measure of 

the potential for vertical displacement of dry air due to buoyancy. The second 
term (Td _ — T ^) represents an approximate measure of the convective in -

8 oO oUU 
stabil i ty of the atmosphere. The latter can be described as a form of potential 
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atmospheric instability that can be triggered when a parcel of air is lifted 

above its level of condensation; instability results when the ambient lapse rate 

is greater than moist adiabatic. The two terms, therefore, constitute an a p 

proximate measure of the overall potential instability of the atmosphere. A 

significant advantage of the index is the ease with which it can be computed 

from information readily available from the National Weather Service. 

Generally, TTI values < 40 indicate that the atmosphere is sufficiently 

stable to make strong convective activity ( i . e . , thunderstorms) unlikely. For 

TTI values between 40 and 50, the atmosphere is sufficiently unstable to 

support strong convection. For TTI values greater than 50, the atmosphere is 

highly unstable, and the chance for the development of severe weather ( i . e . , 

intense thunderstorms or tomados) is correspondingly high. These critical 

values of the TTI are both geographically and seasonally dependent. In this 

short study conducted at ANL during the spring of 1977, the tentative critical 

value for thunderstorm development was found to be near 43; data were insuf

ficient for a critical value for severe weather development to be determined. 

Severe weather events , therefore, were counted as thunderstorm events for 

statist ical analysis of the TTI as a predictor of thunderstorm activi ty. 

The upper-air data used to compute TTI values were obtained from the 

1200Z (0600 CST) Peoria, Illinois, sounding. Peoria, the rawinsonde station 

nearest ANL (150 km distant), lies to the southwest and thus provides the best 

measure of the characteristics of those air masses (moving from SW to NE) 

typically associated with severe weather in northern I l l inois. The TTI is 

computed by 1030 local time. 

During the 108 days of this study, rawinsonde data were available on 

102 days . Southwesterly winds at 500 mb occurred on 45 of the 102 study days . 

An "event," defined for the purpose of this study as either a thunderstorm or a 

severe weather occurrence within 100 km of ANL, was verified by one or more 

of the following methods: television, radio. National Weather Service weather 

radio, or direct observation at ANL. A storm was considered severe if wind 
-1 

gusts over 25 m s , half-inch hail , or a tomado or funnel cloud occurred. 
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Data Analysis 

A comparison of the TTI forecasts versus observations is shown in 

Table 1. A chi-square tes t shows that the table is significant at the 0 .1% 

level; e . g . , there is l e ss than a 0 .1% probability that the distribution in Table 

1 could have occurred by chance. The skill score (S) i s +0 .57 as defined by 

T - E ' 

where R is the number of correct forecasts (the sum of the diagonal elements 

in Table 1), T is the total number of forecasts , and E is the corresponding 

number of correct forecasts that could have occurred by chance. 

Table 2 shows the frequency of events observed in southwesterly winds 

compared to the frequency of events observed in all other wind directions. The 

flow was southwesterly on only 44% of the study days , but 74% of the days with 

thunderstorms and 90% of the days with severe weather had southwesterly flow. 

Events occurred on 58% of the days with southwesterly winds but on only 12% 

of other days . 

A favorable combination of both convective instabili ty and static in 

stabili ty must exis t for thunderstorm development. Figure 1 contains a plot of 

convective instabili ty versus s tat ic instabil i ty. The 45 degree line through 

the origin represents saturation at 850 mb, while the short l ines parallel to it 

represent 850 mb dew-point depress ions . Curves of constant TTI are orthogonal 

to the dew-point depression l ines . Seventy-seven percent of the cases con

tained in empirically-derived boundaries formed by the saturation and TTI =43 

lines represent occurrences of days with thunderstorm activity, sometimes 

severe . In a few c a s e s , events occurred with low values of TTI, and in a few 

others no events occurred for values of TTI within the aforementioned area . 

Although individual points may be explained by various meteorological argu

ments, no general method can be used to dismiss these points . 

Conclusions 

The use of the Total Totals Index provides an early means of a s sess ing 

the potential for thunderstorm activity within a 100 km radius of ANL. 
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Table 1. Contingency table for the Total Totals Index for 
southwesterly flow. 

Forecasts 
<43 

> 43 

Observations 

No event Thunderstorm 

12 

7 

2 

24 

Table 2. Comparison of the convective intensity on days with southwesterly 
500 mb flow with the convective intensity on days with flow from the other 
quadrants. 

Southwesterly winds 

Winds other than south 
through west 

Total 

No event 

19 

50 

69 

Thunderstorm 

17 

6 

23 

Severe 

9 

1 

10 

Total days 

45 

57 

102 

FIG. 1.—Verification of the Total 
Totals Index, plotted as convective 
instability versus stat ic instabil i ty. 
Four no-event points with negative 
absc i s sas are not plotted. 
(ANL Neg. 149-78-10-Rl) 
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Thunderstorm activi ty occurred 77% of the time i t was forecast in this study, 

with severe weather on one thunderstorm day in three. Perhaps of equal 

importance is the forecast of no thunderstorms; on 75% of the days with south

westerly winds (when severe weather might otherwise have been considered 

poss ib le) , a forecase of no thunderstorm activity was correct. For winds from 

the other three quadrants, no thunderstorm activity occurred on 88% of the days , 

regardless of the Total Totals Index. Further, storms did not occur for an index 

of l e s s than 27. Thus, when especial ly critical laboratory operations requiring 

favorable weather are considered, the Total Totals Index provides a simple, 

objective assessment of the conditions to be expected later in the day. 

Acknowledgements 

My appreciation is extended to Dr. P. Frenzen for his suggestion to do 

this study using the Total Totals Index and to the National Weather Service in 

Chicago for providing the 1200Z Peoria rawinsonde data . 

References 

Fujita, T. T . , 1976: The Lemont-Argonne Tornado of June 13, 1976. Satellite 
and MesoTMeteorological Research Paper No. 144, University of 
Chicago. 

Miller, R. C , A. Waters, and L. Bartlett, 1965: The use of 500 m b - 8 5 0 mb 
totals in severe weather forecasting. National Weather Service Library, 
Kansas City, Missous i . 

Miller, R. C , 1975: Notes on analysis in severe storm forecasting procedures 
of the Air Force Global Weather Central. Revised, Air Weather Service 
Technical Report #200, Hq. Air Weather Service, Scott AFB, I l l inois. 

157 



THE ANL 403 MHZ RADIOSONDE SYSTEM* 

t i 
R. L. Hart, F. R. George, L. S. VanLoon, B. B. Hicks, and 
F. Kulhanek 

Recent eraphasis on problems concerning atmospheric pollutant transport 

has resulted in increased interest in the fine stmcture of the lower atmosphere, 

particularly in the diurnal cycle of the planetary boundary layer (PBL). In an 

effort to provide an inexpensive altemative to commercially available i n s t m -

mentation for sampling of the PBL, new radiosonde instmmentation has been 

developed for obtaining temperature profiles with an accuracy of better than 

0.4°C and a resolution of better than 0 .05°C. When the new radiosondes are 

used in conjunction with the WHAT system (an automatic, double-theodolite, 

balloon-tracking system), balloon position and air temperature data are ob-
-1 

tained at one-second intervals. For a balloon rise rate of 3 m s , these 

measurements are obtained at three-meter vertical intervals . 

The current version of the ANL minisonde is a simple and inexpensive 

device that uses a monolithic timer of the 555 type, a polycarbonate capacitor, 

and a bead thermistor in a rapid-response, temperature-sensing, audio-frequency 

oscillator. The pulse output of this audio-frequency generator modulates a 

single-transistor, radio-frequency (RF), oscil lator/transmitter, which has an RF 

tank consisting of a one-tum coil printed on the circuit board and an adjust

able ceramic capacitor. 

To improve the ability of a commercial receiver to recover weak s ignals , 

a signal conditioner, which utilizes a "phase-lock-loop" to track the audio

frequency output from the receiver's FM (frequency modulation) detector, has 

been added. This circuit locks onto the frequency of the input and rejects any 

high-frequency noise . When the FM detector output becomes too weak for the 

loop to maintain lock, the circuit first tries to reestablish lock. If lock is not 

* 
Summary of a paper to appear in the Joumal of Applied Meteorology. 

Electronics Division, Argonne National Laboratory 

Energy and Environmental Systems Division, Argonne National Laboratory. 
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attained within a short period of time, the circuit then disconnects the output. 

In routine operations in the PBL, the radiosondes are used in a "structure-

sonde" mode, i . e . , they are released automatically from a rising balloon at a 

predetermined altitude by a simple barometric re lease mechanism to obtain two 

consecutive profiles through the lower atmosphere. The release mechanism 

consis ts of a small polyethylene bott le , a plast ic tube, and a special water-

soluble paper. As the balloon ascends , the decreasing atmospheric pressure 

allows the air in the bottle to expand. Water forced up the tubing wets and 

dissolves the paper and thus re leases a parachute with the radiosonde. 

The radiosonde-WHAT system has been used at ranges up to 20 km in 

several experiments in recent years . The data recorded on computer-compatible 

magnetic tape in the field have been processed with the aid of a computer to 

produce high-resolution vertical profiles of wind and temperature. The temper

ature profiles are considerably more detailed than those obtained with con

ventional radiosondes, which typically transmit a temperature signal intermit

tently at 100 to 150 m intervals below 2 km. While the standard radiosondes 

have similar accuracy and resolution to the type discussed here, the ANL type 

are smaller, considerably l ess expensive, and transmit the temperature informa

tion continuously. 
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AN EDDY-CORREL?\TION MEASUREMENT OF PARTICULATE DEPOSITION FROM 
THE ATMOSPHERE * 

M. L. Wesely, B. B. Hicks, W. P. Dannevik, S. Frisel le , and 
R. B. Husarl^ 

Eddy-correlation techniques have been applied to measure directly the 

vertical flux of small particles in the size range 0 . 0 5 - 0 . 1 M-m. A site 2 - 5 

km downwind of several sources associated with refineries was chosen to 

ensure detectably high concentrations of small particles in a large open field. 

At 5 m above a moderately rough surface of g rass , the eddy fluxes of momentum, 

heat, and particles were obtained with use of fast-response devices , including 

a particle sensor operating on the principle of diffusion charging. The particle 

deposition velocities during a brief series of measurements in light winds 

varied from 1.0 to 0.1 cm s as conditions changed from unstable to s table . 

The results support the contention that, for particles smaller than 1 nm, the 

deposition velocity of particles in light to moderate winds may be about 1 cm 
-1 -1 

s , rather than the 0.1 cm s that has been popular with some numerical 
modelers. 

* 
Summary of a 1977 paper published in Atmospheric Environment IX- 561 — 563, 
Environmental Quality Research Inc. Clayton^ Missouri 63105 . 

Air Pollution Research Laboratory Department of Mechnaical Engineering, 
Washington University, St. Louis, Missouri 63130. 
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RELATIONSHIPS BETWEEN DRY DEPOSITION RATES AND CONCENTRATIONS AT 
HEIGHTS OF 50-200 M* 

M. L. Wesely 

For application of regional-scale numerical models of the behavior of 

sulfur compounds in the atmosphere and interpretation of aircraft measurements 

of SO and particulate concentrations, it is necessary sometimes to under

stand the relationships of concentrations at heights of 50 to 200 m to dry 

deposition rates at the surface. With the assumption of no local sources of 

pol lutants , simple relationships can be obtained by empirically extrapolating 

modified surface-layer expressions of eddy diffusivity to such heights , which 

are about one-tenth the height of the planetary boundary height. The simple 

formulations that result indicate that the effects of atmospheric stabil i t ies 

can have an overwhelming effect. For example, with typical daytime condi

t ions , the vertical fluxes are large and the deposition velocities are nearly 

the same near the surface as they are at greater heights . At night, the ver t i 

cal fluxes are often nearly zero, even though a strong variation of deposition 

velocity with height exists . 

Abstract of a paper presented at the AIChE 70th Annual Meeting, New York, 
November 1 3 - 1 7 , 1977. 
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ON THE BOV\^N RATIO AND SURFACE TEMPERATURE AT SEA* 

B. B. Hicks and G. D. Hess 

Gradients of temperature and humidity above water surfaces are 

analyzed in order to determine the dependence of the long-term average Bowen 

ratio P (the ratio of sensible to latent heat flux) on surface temperature. The 

least-squares fit that results from investigations of six such bodies of data, 

and which is supported by recent direct measurements of the fluxes by eddy 

correlation techniques, can be expressed as P = 0.63 y / s — 0 .15 , where y 

is the ratio of the specific heat of air at constant pressure to the latent heat 

of vaporization of water, and s is the slope of the saturated specific humidity 

curve at the surface temperature. This expression forms the basis of a model 

which can be used to determine the average surface temperature from routine 

observations of air temperature and humidity at sea . 

* 
Abstract of a 1977 paper published in the Journal of Physical Oceanography 
7, 141-145. 
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ON THE RELATIVE IMPORTANCE OF SINGLE-PARTICLE AND RELATIVE DIFFUSION 
FOR PLUME DISPERSION* 

C M . Sheih 

An observed horizontal wind velocity spectrum is used to compute the 

plume horizontal dispersion coefficients due to single-part icle and relative 

diffusion. The results show that the instantaneous plume width (or dispersion 

coefficient) is primarily determined by relative diffusion. If the averaging 

time inc reases , meandering of the center line of the instantaneous plume will 

a lso contribute to the apparent plume width in terms of the mechanisms of 

s ingle-part icle diffusion. As the averaging time increases further, s ingle-

particle diffusion will become at least as important as relative diffusion. 

Calculations for horizontal dispersion in the atmosphere up to 10 downstream 

from release show that plume dispersion is dominated by relative diffusion for 

averaging times up to one-tenth of the time from release (the plume age) and 

that dispersion is dominated by single-part icle diffusion for averaging times 

larger than 10 times the plume age . For averaging times between 0 .1 to 10 

times the plume age , both types of diffusion are important. 

"k 

Abstract of a paper presented at the Fifth Conference on Probability and 
Stat is t ics in Atmospheric Sciences , Las Vegas, November 15 — 18, 1977. 
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A TURBULENCE MODEL APPLIED TO GEOPHYSICAL FLUID PROBLEMS* 

G. L. Mellor and T. Yamada 

A turbulence-closure model developed at Princeton University i s r e 

viewed and examples of simulations by this model are given. Empirical con

stants in the hypotheses by Rotta and Kolmogorov have been established for 

the model from laboratory experiments of geophysical interest , and a variety 

of cases in atmospheric and oceanic fluid dynamics have been simulated, 

including both the near-surface and the entire, diumally varying atmospheric 

boundary layers , dispersion of pollution from a point source in the atmospheric 

boundary layer, development of oceanic surface mixed layers and bottom layers , 

and global atmospheric circulations. The model and the fixed set of constants 

perform well in predicting diverse neutral flows. The same model, with no 

alteration, predicts density-stratified flows in a manner that far exceeds prior 

expectations. 

* 
Abstract of a paper in Symposium on Turbulent Shear Flows, Pennsylvania 

State University, Vol. 1, pp. 6 . 1 - 6 . 1 4 . 

Professor, Princeton University. 
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A NUMERICAL EXPERIMENT ON POLLUTANT DISPERSION IN A HORIZONTALLY-
HOMOGENEOUS ATMOSPHERIC BOUNDARY LAYER* 

T. Yamada 

A simplified turbulence-closure model is proposed and utilized for 

simulation of three-dimensional pollution dispersion. Since the complexity 

of the present model l ies between the complexities of the Level 2 and 3 models 

d iscussed in Mellor and Yamada (1974, J. Atmos. S c i . , 3J ,̂ 1791-1806), it 

may be tentat ively referred to as a "Level 2.5 model. " The Level 2.5 model 

i s much simpler than the Level 3 model because only one transport equation 

for the turbulent energy must be solved, while seven transport equations must 

be solved in the Level 3 model when fields of wind, temperature, water vapor, 

and pollutant concentration are simulated. It is for this simplicity that the 

Level 2 .5 model i s proposed, despite certain deficiencies in comparison with 

higher-level models . In simulation of the diumally varying planetary boundary 

layer of the "Wangara" experiment, the Level 2.5 model reproduces well the 

Level 3 model results except in the layer near the ground. When a three-

dimensional mass-conservation equation for a chemically inert pollutant is 

integrated numerically, with use of mean and turbulence fields from the numeri

cal simulation of Wangara data, large diumal differences are produced in the 

computed profiles of pollutant concentration, due to changes in stabil i ty. Sur

face pollutant concentrations are significantly reduced during the night when 

the simulated source is high enough (200 m) to be effectively decoupled from 

the surface. 

* Abstract of a 1977 paper published in the Atmospheric Environment 1J[ 1015-
1024. 
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